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Artificial neural network based line source models for vehicular exhaust emission predictions of an urban roadway



S.M. Shiva Nagendra, Mukesh Khare *


Department of Civil Engineering, Indian Institute of Technology Delhi, Hauz Khas, New Delhi 110 016, India


Abstract


The dispersion characteristics of vehicular exhaust emissions on urban roadways are highly non-linear
 and the presence of 'traffic wake' adds complexities to the dispersion. Gaussian deterministic line source
 models may not then be able to explain variations in related meteorological and traffic characteristic
 variables. Artificial neural networks comprising of interconnected adaptive processing units have the
 capability to recognize the non-linearity present in incomplete or noisy data. One-hour average artificial
 neural network based carbon monoxide models are developed for two air quality control regions in Delhi
 city—a traffic intersection and an arterial road. Ten meteorological and six traffic characteristic variables
 are used in the model. The results demonstrate that neural network models are able to explain the effects
 of 'traffic wake' on the CO dispersion in the near field regions of a roadway.


Keywords: Line source modelling; Neural networks; Multilayer perception; Traffic characteristics; Meteorology


1. Introduction


Line source models are widely used to study the dispersion characteristics of vehicular exhaust
emissions (VEEs) near urban roadways. These models provide theoretical estimates of air pol-
lution concentrations, as well as temporal and spatial variations for present and future conditions
(Nagendra and Khare, 2002). Traffic on urban roads along with other roughness elements
surrounding an air quality control region (AQCR) add complexities when vehicular exhaust



(2)(AQCR1) and an arterial road (AQCR2)—are developed using a multilayer perception (MLP)
 approach.


2. Methodology


Fig. 1 shows the study sites and continuous air quality monitoring stations run by the Central
 Pollution Control Board (CPCB) New Delhi. The monitoring stations at AQCR1 and AQCR2
 are respectively located 3 m from the kerbside of 'Bahadhur Shah Zafar Marg' (near-field region)
 and 100 m from 'Khelgaon marg' (far-field region). AQCR1 is within the central business district,
 housing a number of government office buildings along with educational institutes. The region is
 considered one of intense human activity but also tagged as having the 'worst air quality' in the
 city (Nagendra and Khare, 2003). AQCR2 is the Sirifort monitoring station, located south of
 central Delhi. The area is comprised of dense residential localities, commercial establishments,
 institutional areas and a major sport complex.


Hourly CO concentration data from January 1997 to December 1999 forms the basis of the
 analysis. The meteorological data (observations of cloud cover, pressure, mixing height, sunshine,
 visibility, temperature, wind speed, wind direction and humidity) are from the Indian Meteoro-
 logical Department (IMD), New Delhi. Pasquill-Gifford stability scheme are used to determine
 hourly stability categories (Schnelle and Dey, 2000). The wind direction data is dichotomized
 using sine and cosine functions, enabling the neural network algorithm to take into account
 discontinuities in the original cyclic signals (Gardner and Dorling, 1999). The data on hourly
 traffic volume comes from the Central Road Research Institute (CRRI), New Delhi. Vehicles are
 classified as, two wheelers, three wheelers, four wheelers gasoline-powered and four-wheeler
 diesel-powered. The emission factors developed by the Indian Petroleum Corporation are used for
 estimating CO and NO2 source strengths (Pundir et al., 1994).


Table 1 provides information on the model input data and the ANN architecture used for
developing various ANN based VEE models to predict 1-h average CO concentrations at the
AQCRs. Three sets of models are formulated—the first considering both meteorological and
traffic characteristics data  ( A N N C O A ) ; the second, only meteorological data  ( A N N C O B ) ; and the
third, only traffic data (ANNCOC). The output corresponding to these inputs is, 1-h average CO
concentrations. The number of patterns used for training, validation and testing of the ANN
models at each site, are given in Table 2.



(3)(a)


(b)


Fig. 1. Details of AQCRs in Delhi city. (a) AQCR1, (b) AQCR2.


3. ANN based CO models


A back-propagation technique with momentum term algorithm, implemented in the Stuttgart
Neural Network Simulator—SNNS (ftp://ftp.informatik.uni-stuttgart.de), is used to train the
models. The trained models are saved at frequent intervals of training epochs, that have been used



(4)ANNCOC1 Two wheeler, three wheeler, four wheeler gasoline powered,


ANNCOC2  f °u r wheeler diesel powered, source strength of CO 5:3:1
 Subscript 1 represents AQCR1 and 2 represents AQCR2.


Table 2


Training, validation and test data sets used for development of ANN based VEE models at each AQCR
 Site


AQCR1
 AQCR2


Number of patterns
 Training


16,708
 14,363


Validation
 4218
 2049


Testing
 4194
 2527


for prediction. The root mean square error (RMSE) and degree of agreement (d values) are
 estimated to check the applicability of the trained ANN based models. Several hundreds of
 experiments are performed to determine the best combination of model parameters—learning rate
 (g), momentum constant (l), number of the hidden layers, number of hidden neurons (H),
 learning algorithm and activation function. A fully connected feed-forward neural network, with
 17 neurons in the input layer, 3 neurons in the single hidden layer and 1 neuron in the output
 layer, yields the best prediction on the 'validation data set'. The architecture of the 1-h ANN
 based CO model  ( A N N C O A ) with meteorological and traffic characteristic predictor variables
 as inputs is seen in Fig. 2.


With the  A N N C O B model the number of training and validation patterns replicates ANNCOA.
 The number of neurons is also taken as 3 in the hidden layer. Fig. 3 shows the architecture of this
 model. The ANNCOC model is developed with 5 traffic characteristic inputs, i.e. two-wheeler,
 three-wheeler, four-wheeler gasoline-powered, four-wheeler diesel-powered and source strength of
 CO. The model evaluates sensitivity towards meteorological variables (Fig. 4). Table 3 presents
 summary of the ANNCOA, ANNCOB and ANNCOC models parameter and their performance
 statistics on validation data set at both the AQCRs. 1


1 The detailed formulation of ANN based CO models is discussed in Nagendra, 2002.



(5)Cloud cover
 Humidity
 Mixing height
 Pressure
 Pasquill stability
 Sunshine hours
 Temperature
 Visibility
 Sin (wind direction)
 Cos (wind direction)
 Wind speed
 Two wheeler
 Three wheeler
 Four wheeler
 gasoline powered
 Four wheeler
 diesel powered


Source strength (CO)
 Source strength (NO2)


Fig. 2. Structure of 17:3:1 ANN based CO model.


Cloud cover
 Humidity
 Mixing height
 Pressure
 Sunshine hours
 Temperature
 Visibility
 Sin (wind direction)
 Cos (wind direction)


Wind speed


Fig. 3. Structure of 10:3:1 ANN based CO model.



(6)Source strength (CO)


Fig. 4. Structure of 5:3:1 ANN based CO model.


Table 3


ANN based VEE models parameters for each site and performance statistics on the validation data set


Site Model Number of epoch


n RMSE


AQCR1


AQCR2


A N N C O A 1
 A N N C O B 1
 A N N C O C 1


ANNCOA2
 ANNCOB2
 ANNCOC2


1400
 2000
 10
 200
 600
 20


0.001
 0.001
 0.001
 0.001
 0.001
 0.001


0.7
 0.3
 0.7
 0.3
 0.3
 0.1


2.09
 2.57
 3.72
 2.11
 2.13
 3.04


0.66
 0.55
 0.41
 0.66
 0.65
 0.44


4. Model performance evaluation


Common indicators used in the model performance evaluation are systematic and unsystematic
 root mean square error (RMSES and RMSEU), mean bias error (MBE), mean square error
 (MSE), coefficient of determination (r2), linear best fit constant (a) and gradient (b), mean of the
 observed and predicted concentration (O and P respectively), their standard deviations and W—a
 descriptive statistic reflecting the extent the observed variate is accurately estimated by the sim-
 ulated variate. The W is not a measure of 'correlation' or 'association' in the formal sense, but a
 measure of the degree to which model predictions are error free. At the same time it is a stan-
 dardized measure varying between 0 and 1, that be easily interpreted and allows cross-compari-
 sons over a variety of models (regardless of units). A value of 1 indicates perfect agreement
 between the observed and predicted observations, while 0 connotes complete disagreement
 (Willmott, 1982). The value of W is:


d= 1 -


^=1[\Pt-0\-\0t-0-n 2 (1)



(7)where N is the number of data points, Oi is the observation data points, Pi represents predicted
 data points, and O is the mean of the observed data points.


5. Results


Table 4 lists the performance statistics of the  A N N C O A 1 and  A N N C O A 2 model predictions on
 the test data set at AQCR1 and AQCR2. At AQCR1, the mean of the predicted CO concentration
 (P = 4:54 ppm) is higher than that of the observed mean (O = 3:79 ppm) but at AQCR2, it is
 lower (P = 3:65 ppm) than the observed mean (O = 3:98 ppm). The MBE value at AQCR1 is
 positive, indicating a tendency of the model to over predict, while, at AQCR2, it is negative-
 indicating a tendency for under predicting. The standard deviation (rP) of the  A N N C O A 1 model
 prediction is found to match the standard deviation of the observed data at AQCR1. At AQCR2,
 the difference between the standard deviation of the observed and the predicted data is quite high.


This explains why  A N N C O A 1 is reproducing the variations in the test data set at AQCR1;


whereas, at AQCR2, the  A N N C O A 2 model is unable to reproduce the variations. A lower RMSES


value at AQCR1 indicates that the  A N N C O A 1 model predictions are matching closely the actual
 observations when compared with the  A N N C O A 2 model predictions at AQCR2. Further, the W
 values for the  A N N C O A 1 and ANNCOA2 models imply that at AQCR1, 78% of the model
 predictions are error free, whilst at AQCR2, it is 67%. This suggests that the  A N N C O A 1 model
 at AQCR1 is more reliable than ANNCOA2 model at AQCR2.


Table 5 indicates the performance of the  A N N C O B 1 and  A N N C O B 2 model. The mean of the
 predicted CO concentration at AQCR1 is higher than the observed mean; while at AQCR2, it is
 matches the observed mean. At AQCR1, the MBE value is positive, indicating a tendency of the
 model to over predict; while, at AQCR2, the comparable value is negative indicating a tendency
 for under prediction. The standard deviations of the model predictions are lower than the stan-
 dard deviations of the observed data set. This suggests that both models may be 'inadequate' for
 reproducing variations in the test data set. The RMSES values for the  A N N C O B 1 and ANNCOB2
 models are closely matched. High RMSES values indicate that the models perform satisfactorily
 on the test data set. The W values suggest that at AQCR1, 65% of the model predictions are error
 free as are 63% of the predictions at AQCR2.


Table 6 summaries the performance of the ANNCOC1 and the ANNCOC2 models. The pre-
 dicted means of CO concentrations at the AQCRs are higher than the observed means. The MBE
 values at AQCRs are positive, indicating a tendency for the models to over predict. The standard


Table 4


Performance statistics of  A N N C O A 1  a nd  A N N C O A 2 models (with meteorological and the traffic characteristic inputs)
 Site


AQCR1
 AQCR2


Model ID


ANNCOA1


ANNCOA2


Statistic
 O
 (ppm)


3.79
 3.98


P
 (ppm)


4.54
 3.65


r O


(ppm)


3.33
 4.19


(ppm)


2.31
 2.02


MBE
 (ppm)


0.75
 )0.32


MSE
 (ppm)


6.4
 6.7


RMSE
 RMSES


(ppm)
 1.91
 2.94


RMSEU
 (ppm)
 1.69
 1.58


2


r


0.47
 0.39


d


0.


0.


78
 67


a
 (ppm)


2.75
 2.46


b


0.47
0.3



(8)Table 6


Performance statistics of the ANNCOC1 and ANNCOC2 models with traffic characteristic inputs
 Site


AQCR1
 AQCR2


Model ID


ANNCOC1
 ANNCOC2


Statistic
 O
 (ppm)


3.79
 3.98


P
 (ppm)


6.75
 4.38


ppm


3.3
 4.19


(ppm)


0.75
 0.96


MBE
 (ppm)


2.95
 0.4


MSE
 (ppm)


19.18
 9.72


RMSE
 RMSES


(ppm)
 4.33
 3.96


RMSEU
 (ppm)
 0.73
 0.93


r


0.05
 0.06


d


0.44
 0.31


a
 (ppm)


6.56
 4.15


b


0.05
 0.06


deviations of the ANNCOC1 and ANNCOC2 predictions are very low when compared with the
 observed deviations indicating that both the models inadequately reproduce variations in the test
 data set. Further, the high RMSES values indicate that the models perform poorly on the test data
 set. The '<f values for the ANNCOC1 and ANNCOC2 models indicate that at AQCR1 44% of the
 model predictions are error free while at AQCR2, 31% are error free.


6. Comparative performance


For short-term average data (1-h), the relationship between the VEEs, and meteorological and
 traffic characteristic variables is complex and non-linear. Gardner and Dorling (2000, 1999) found
 that ANN can accurately model such relationships and that increasing the number of input
 variables improves the prediction performance of the model. This is also seen here where a large
 number of input variables representing pollutant dispersion dynamics enhance predictive accu-
 racy. However, the location of the monitoring station with respect to the line source can be
 additional factor that affects prediction performance. A line source monitoring station can be
 considered as 'near-field' (6 3 m) and/or far field (>30 m) (Rao et al., 1979). Here, AQCR1, lies in
 the near-field and AQCR2 in the far-field. In the near-field, the traffic wake, generated by moving
 vehicles disperses pollutants (Sedefian and Rao, 1981). In the far-field the wake effects gradually
 subside and meteorological factors mainly disperse and dilute pollutants.


These facts are borne out by the data.  A N N C O B 1 model performs poorly on the test data—in
 terms of W decreasing by 13%, when compared with  A N N C O A 1 model. However, this reduction
 in W is marginal, only 4%, when the  A N N C O B 2 model predictions are compared with  A N N C O A 2


predictions. This shows that in the far-field regions, the exclusion of traffic characteristic variables
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marginally affect the prediction performance—at such distances from the line source, traffic
 generated turbulence effects on pollutant dispersion diminish. Hence ANN based VEE models are
 capable of explaining the effects of 'traffic wake' on vehicular emission dispersion.


The RMSES value for the ANNCOC1 model increases by 2.42 and 1.51 ppm when compared
 with  A N N C O A 1 and ANNCOB1 models. However, for ANNCOC2, the RMSES value increases by
 1.02 and 0.85 ppm when compared with ANNCOA2 and ANNCOB2. Further, the W values at
 AQCR1 indicate that ANNCOC1 model performs poorly, when compared with the  A N N C O A 1


and  A N N C O B 1 models. At AQCR2, the ANNCOC2 model also shows poor performance when
 compared with ANNCOA2 and ANNCOB2. The poor performance of ANNCOC1 and ANNCOC2
 models seems to be due to these models considering only traffic characteristic variables and thus
 only take into account only traffic wake effect. Further, due to the absence of meteorological input
 variables, these models fail to account for any lag effect (a phenomena that results in the accu-
 mulation of CO in the atmosphere giving high concentration while the traffic is at a trickle, a
 phenomenon that occurs during November to March when inversion conditions prevail for 4-6 h
 after 6 pm (Khare and Sharma, 1999).


7. Conclusions


This study show that the prediction accuracy of the ANN based CO models improves with
 increases in the number of relevant input variables. In particular, 'traffic wake effects' are well
 represented by these models. In 'near-field' regions the 'traffic wake' largely disperses the emission
 and in the 'far-field' meteorological variables mainly disperse and dilute the pollutants.
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