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The field  of digital  data communications has  experienced an explosive  growth in  the last 
 three  decade  with  the  growth  of  internet  technologies,  high  speed  and  efficient  data 
 transmission  over  communication  channel  has  gained  significant  importance.  The  rate  of 
 data transmissions over a communication system is limited due to the effects of linear and 
 nonlinear  distortion. Linear  distortions  occure  in  from  of  inter-symbol  interference  (ISI), 
 co-channel  interference (CCI) and  adjacent  channel  interference (ACI) in  the presence of 
 additive white Gaussian noise. Nonlinear distortions are caused due to the subsystems like 
 amplifiers, modulator and demodulator along with nature of the medium. Some times burst 
 noise  occurs  in  communication  system.  Different  equalization  techniques  are  used  to 
 mitigate these effects.  


Adaptive  channel  equalizers  are  used  in  digital  communication  systems.  The  equalizer 
 located  at  the  receiver  removes  the  effects  of  ISI,  CCI,  burst  noise  interference  and 
 attempts  to  recover  the  transmitted  symbols.  It  has  been  seen  that  linear  equalizers  show 
 poor performance, where as nonlinear equalizer provide superior performance.  


Artificial neural network based multi layer perceptron (MLP) based equalizers have been 
 used  for  equalization  in  the  last  two  decade.  The  equalizer  is  a  feed-forward  network 
 consists of one or more hidden nodes between its input and output layers and is trained by 
 popular error based back propagation (BP) algorithm. However this algorithm suffers from 
 slow convergence rate, depending on the size of network. It has been seen that an optimal 
 equalizer based on maximum a-posterior probability (MAP) criterion can be implemented 
 using Radial basis function (RBF) network. In a RBF equalizer, centres are fixed using K-
 mean clustering and weights are trained using LMS algorithm. RBF equalizer can mitigate 
 ISI  interference  effectively  providing  minimum  BER  plot.  But  when  the  input  order  is 
 increased  the  number  of  centre  of  the  network  increases  and  makes  the  network  more 
 complicated.  A  RBF  network,  to  mitigate  the  effects  of  CCI  is  very  complex  with  large 
 number of centres.   


To  overcome  computational  complexity  issues,  a  single  neuron  based  chebyshev  neural 
 network  (ChNN)  and  functional  link  ANN  (FLANN)  have  been  proposed.  These  neural 
 networks  are  single  layer  network  in  which  the  original  input  pattern  is  expanded  to  a 
 higher  dimensional  space  using  nonlinear  functions  and  have  capability  to  provide 
 arbitrarily complex decision regions.   
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More  recently,  a  rank  based  statistics  approach  known  as  Wilcoxon  learning  method  has 
been  proposed  for  signal  processing  application.  The  Wilcoxon  learning  algorithm  has 
been  applied  to  neural  networks  like  Wilcoxon  Multilayer  Perceptron  Neural  Network 
(WMLPNN),  Wilcoxon  Generalized  Radial  Basis  Function  Network  (WGRBF).  The 
Wilcoxon  approach  provides  promising  methodology  for  many  machine  learning 
problems.  This  motivated  us  to  introduce  these  networks  in  the  field  of  channel 
equalization  application.  In this thesis  we  have  used WMLPNN and WGRBF network to 
mitigate  ISI,  CCI  and  burst  noise  interference.  It  is  observed  that  the  equalizers  trained 
with  Wilcoxon  learning  algorithm  offers  improved  performance  in  terms  of  convergence 
characteristic  and  bit  error  rate  performance  in  comparison  to  gradient  based  training  for 
MLP and RBF. Extensive simulation studies have been carried out to validate the proposed 
technique. The performance of Wilcoxon networks is better then linear equalizers trained 
with  LMS  and  RLS  algorithm  and  RBF  equalizer  in  the  case  of  burst  noise  and  CCI 
mitigations.   
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________________________________________________________________________ 



Chapter 1 



        Introduction 


_________________________________________________________________________ 


The  advent  of  high  speed  global  communication  ranks  as  one  of  the  important 
 developments of human civilization from the second half of twentieth century to till date. 


This  was  only  feasible  with  the  introduction  of  digital  communication  systems.  Today 
 there  is  a  need  for  high  speed  and  efficient  data  transmission  over  the  communication 
 channels.  It  is  a  challenging  task  for  the  engineers  and  scientists  to  provide  a  reliable 
 communication  service  by  utilizing  the  available  resources  effectively  in-spite  many 
 factors that distort the signal. The main objective of the digital communication system is to 
 transmit  symbols  with  minimum  errors.  The  high  speed  digital  communication  requires 
 large bandwidth, which is not possible due to limited resources available. 


This chapter is organised as follows.  Following this introduction, section 1.1 describes the 
 theme of the thesis. Section 1.2 describes the motivation of the work. Sections 1.3 provide 
 a brief literature survey on equalisation in general and nonlinear equalisers in particular. At 
 the end, section 1.4 presents the thesis layout. 



1.1.  Theme of the thesis 


Digital  communication  systems  are  designed  to  transmit  high  speed  data  over 
 communication channels. During this  process  the transmitted data is distorted,  due to  the 
 effects  of  linear  and  nonlinear  distortions.  Linear  distortion  includes  inter-symbol 
 interference  (ISI),  co-channel  interference  (CCI)  in  the  presence  of  additive  noise  [1,  2]. 


The  non-ideal  frequency  response  characteristic  of  the  channel  causes  ISI,  where  as  CCI 
 occurs in cellular radio and dual-polarized microwave radio,for efficient utilization of the 
 allocated channels bandwidth by reusing the frequencies in different cells.  


Burst noise [3] is a high intensity noise which occures for short duration of time with fixed 
burst length means a series of finite-duration Gaussian noise pulses. Nonlinear distortions 
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 are  caused  due  to  the  subsystem  like  amplifiers,  modulator  and  demodulator  along  with 


nature  of  the  medium.  Compensating  all  these  channel  distortion  calls  for  channel 
 equalization techniques at the receiver side which aids reconstruct the transmitted symbols 
 correctly. 


Adaptive  channel  equalizers  have  played  an  important  role  in  digital  communication 
 systems. Generally equalizer works like an inversed filter which is placed at the front end 
 of  the  receiver.  Its  transfer  function  is  inverse  to  the  transfer  function  of  the  associated 
 channel  [4],  is  able  to  reduce  the  error  causes  between  the  desired  and  estimated  signal. 


This is achieved through a process of training. During this period the transmitter transmits 
 a fixed data sequence and the receiver has a copy of the same.  


The  main  aim  of  the  thesis  is  to  develop  and  investigate  novel  artificial  neural  network 
 equalizer [2], which can be trained with linear, nonlinear or evolutionary algorithms, so as 
 to minimize the error caused in the desired signal.  


In this thesis we consider linear gradient based algorithms like least-mean-square (LMS), 
 recursive-least-square  (RLS)  to  train  the  weights  of  the  adaptive  equalizer  [1]  and  by 
 iterative  process  minimize  the  mean  square  error.  Generally  these  linear  equalizers  show 
 poor  performance  than  nonlinear  equalizers.  To  overcome  this  problem  artificial  neural 
 network equalizers are used. Artificial neural network (ANN) is a powerful tool in solving 
 complex  applications  such  as  function  approximation,  pattern  classification,  nonlinear 
 system identification and adaptive channel equalization [1, 5].An ANN based multi layer 
 perceptron (MLP) equalizer [6, 7] is a feed-forward network, consists of one or more layer 
 of  neural  nodes  with  in  input  and  output  layers  and  is  trained  using  popular  error  based 
 back  propagation  (BP)  algorithm.  But  it  has  a  drawback  of  slow  convergence.  Another 
 standard neural network structure that has been seen to provide optimal equalizer based on 
 maximum a-posterior probability (MAP) criterion is based on radial basis function (RBF) 
 network[8,  9].  The  RBF  network  is  a  three  layer  standard  simple  structure.  It  provides 
 optimal  bit  error  rate  performance  similar  to  optimized  Bayesian  equalizer  [10].  But  one 
 drawback in the RBF network is that if equalizer order increases, the number of centre of 
 the network also increases and it makes the RBF network more complex. 


Different methods have been proposed [11] to train ANN based equalizers. A new learning 
algorithm  named  Wilcoxon  learning  algorithm  has  been  proposed  recently.  Wilcoxon 
learning is a rank based statistics approach used in linear and nonlinear learning regression 
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problems and is usually robust against outliers. In this method, weights and parameters of 
 the  network  are  updated  using  simple  rules  based  on  gradient  descent  principle.  This 
 Wilcoxon  learning  algorithm  can  be  used  on  different  neural  networks.  These  networks 
 include  Wilcoxon  Neural  Network  (WNN),  Wilcoxon  Multilayer  Perceptron  Neural 
 Network  (WMLPNN),  Wilcoxon  Fuzzy  Neural  Network  (WFNN),  and  Kernel-based 
 Wilcoxon Regressor (KWR).  The Wilcoxon  approach  provides  a promising methodology 
 for  many  machine  learning  problems.  This  has  motivated  us  to  use  this  technique  for 
 Channel Equalization. This has been not used before for channel equalization. 


To  overcome  the  problem  of  computational  complexity  a  single  neural  network  based 
 nonlinear  artificial  neural  network  (ANN)  equalizer  named  as  Chebyshev  neural  network 
 (ChNN) [12], functional link ANN (FLANN) [13, 14] is used. These neural networks are 
 single  layer  network  in  which  the  original  input  pattern  is  expanded  to  a  higher 
 dimensional space using nonlinear functions and they have capacity to form an arbitrarily 
 complex decision region by generating nonlinear decision boundaries. This enhanced space 
 is then used for the channel equalization process. The advantage of ChNN and FLANN is 
 that  they  provide  superior  performance  in  terms  of  convergence  characteristic, 
 computational complexity and bit error rate over a wide range of channel conditions. But 
 ChNN  have  advantages  over  FLANN,  that  Chebyshev  polynomials  are  computationally 
 more efficient than FLANN trigonometric polynomials.  


Evolutionary  algorithms  [15]  have  also  been  used  to  minimize  the  distortion  of  the 
 communication  system.  Genetic  Algorithm  and  Particle  Swarm  Optimization  [16,  17] 


based  approach  are  popular  method  to  achieve  adaptive  channel  equalization.  Recently 
 optimization techniques have been used to train the adaptive equalizer, named as Bacteria 
 Foraging  Optimization  (BFO)  technique  [18].  The  equalizers  provide  improved 
 performance  than  linear  equalizer  and  MLP  equalizer  in  terms  of  convergence 
 characteristic  and  bit  error  rate,  but  it  has  a  drawback  that  computational  complexity  is 
 more as compared to linear and nonlinear equalizers.  



1.2.  Motivation for work 


The digital  communication techniques can be attributed to  the invention  of the automatic 
linear adaptive equaliser in the late 1960’s [19]. From this modest start, adaptive equalisers 
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have gone through many stages of development and refinement in the last 5 decade. Early 
 equalisers were based on linear adaptive filter  algorithms  [20] with  or without  a decision 
 feedback.  Alternatively  Maximum  Likelihood  Sequence  Estimator  (MLSE)  [21]  was 
 implemented using the Viterbi [22] algorithm. Both forms of the equalisers provided two 
 extremities  in-terms  of  performance  achieved  and  the  computational  cost  involved.  The 
 linear adaptive equalisers are simple in structure and easy to train but they suffer from poor 
 performance in severe conditions. On the other hand, the infinite memory MLSE provide 
 good performance but at the cost of large computational complexity.  


In  mobile  radio  channels  always  changes  and  multipath  causes  time  dispersion  of  the 
 digital  information  is  known  as  inter-symbol-interference,  it  makes  too  difficult  to  detect 
 the actual information at the receiver. Mitigate this problem using adaptive linear equalizer 
 but  it  needs  large  training  data  sequences  for  the  equalizer  and  also  shows  poor 
 performance. 


Compensate  the  linear  equalizers  problems  by  using  equalizers  based  on  Maximum  a-
 posterior probability (MAP) principle these were also called Bayesian equalizers [9]. These 
 Bayesian  equalizers  techniques  used  like  Artificial  Neural  Networks  (ANN)  [7],  radial 
 basis  function  (RBF)  [8],  recurrent  network  [23],  Kalman  filters,  Fuzzy  systems  [24,  25] 


etc  for  nonlinear  signal  processing.  RBF  equalizer  provides  optimal  bit  error  rate 
 performance  similar  to  optimized  Bayesian  equalizer.  But  one  drawback  in  the  RBF 
 network is that if equalizer order increased, the centre of the network is also increased and 
 its make the network complex and increases the conversation period.  


To  overcome  this  computational  complexity  problem,  an  efficient  nonlinear  artificial 
 neural  network  equalizer  structure  for  channel  equalization  is  used  named  Chebyshev 
 Neural  Network  (ChNN)  [12],  and  Functional  link  ANN  (FLANN)  [13,  14]  (descried  as 
 section 1.1) These novel single layer neural network provide superior performance in terms 
 of  computational  complexity  and  bit  error  rate  over  a  wide  range  of  channel  conditions. 


This  motivated  us  to  apply  this  ANN  structures  in  the  field  of  channel  equalization  to 
 mitigate the ISI, CCI and burst noise interference in communication channels. 


Evolutionary algorithms have been used to minimize the distortion of the communication 
system. The evolutionary principles have led scientists in the field of “Foraging Theory” to 
hypothesize  that  it  is  appropriate  to  model  the  activity  of  foraging  as  an  optimization 
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process  like  Bacterial  Foraging  Optimizations  (BFO)  [18],  Ant-Colony  Optimizations 
 (ACO) [26] and Particle Swarm Optimization (PSO) [16, 17]. This optimization technique 
 encourages us to use this algorithm in the channel equalization processes and compared its 
 performance with ANN structure performance.  


More recently, a rank based statistics approach known as Wilcoxon learning method [11] 


has  been  proposed  for  signals  processing  application  to  mitigate  the  linear  and  nonlinear 
 learning  problems.  This  Wilcoxon  learning  algorithm  can  be  used  on  different  neural 
 networks.  This  motivated  us  to  introduce  this  learning  strategy  in  the  field  of  Channel 
 Equalization.   


       



1.3.   Background Literature Survey 


Nyquist laid the foundation for digital communication over band limited analogue channels 
in  1928,  with  the  enunciation  of  telegraph  transmission  theory.  The  research  in  channel 
equalisation started much later in 1960’s and was centred on the basic theory and structure 
of zero forcing equalisers. The LMS algorithm by Widrow and Hoff in 1960 [19] paved the 
way for the development of adaptive filters used for equalisation. But it was Lucky [5] who 
used this algorithm in 1965 to design adaptive channel equalisers. With the popularisation 
of  adaptive  linear  filters  in  the  field  of  equalisation  their  limitations  were  also  soon 
revealed.  It was seen that  the linear equaliser, in-spite of best training, could  not  provide 
acceptable  performance  for  highly  dispersive  channels.  This  led  to  the  investigation  of 
other  equalisation  techniques  beginning  with  the  Maximum  Likelihood  Sequence 
Estimator  (MLSE)  equaliser  [21]  and  its  Viterbi  implementation  [22]  in  1970’s.  In  this 
field  in  1970’s  and  1980’s  were  the  developments  of  fast  convergence  and/or 
computational efficient algorithms like the recursive least square (RLS) algorithm, Kalman 
filters.  1980’s saw the beginning of development in the field of ANN [1]. The multi layer 
perceptron  (MLP)  based  symbol-by-symbol  equalisers  was  developed  in  1990[33].  This 
brought new forms of equalisers that were computationally more efficient than MLSE and 
could provide superior performance compared to the conventional equalisers with adaptive 
filters.  But  it  has  a  drawback  of  slow  convergence  rate,  depending  upon  the  number  of 
nodes and layers. Another new implementation were done in symbol-by-symbol equalizers 
using  the  maximum  a-posterior  probability  (MAP)  principle  these  were  also  called 
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Bayesian  equalizers  [24].  These  Bayesian  equalizers  have  been  approximated  using 
 nonlinear  signal  processing  techniques  like  radial  basis  function  (RBF)  [8],  recurrent 
 network [23], Kalman filters [10], Fuzzy systems [24-25] etc. 


During 1989 to 1995 some efficient nonlinear artificial neural network equalizer structure 
 for  channel  equalization  were  proposed,  those  include  Chebyshev  Neural  Network  [12], 
 Functional link ANN [13-14]. These neural networks are single layer network in which the 
 original input pattern is expanded to a higher dimensional space using nonlinear functions 
 thus  providing  an  arbitrarily  complex  decision  region  by  generating  nonlinear  decision 
 boundaries.  This  enhanced  space  is  then  used  for  the  channel  equalization  process.  Both 
 the networks provide good performance and comparatively low computational cost.  


Evolutionary algorithms are also used to provide improved equalizer performance. In 2002 
 Kevin  M.  Passino described the Optimization Foraging  Theory in article  “Biomimicry of 
 Bacterial  Foraging”  [18].  BFO  technique  consider  the  genes  of  those  animals  have 
 successful foraging strategies since they are more likely to enjoy reproductive success and 
 after many generations, poor foraging strategies are either eliminated or shaped into good 
 one (redesigned). Such evolutionary principles have led scientists in the field of “Foraging 
 Theory”  to  hypothesize  that  it  is  appropriate  to  model  the  activity  of  foraging  as  an 
 optimization  process.  This  optimization  process  used  to  develop  adaptive  controllers  and 
 cooperative  control  strategies  for  autonomous  vehicles,  also  in  the  field  of  digital 
 communication system like channel equalization and identification. 


More  recently  in  2008,  a  rank  based  statistics  approach  known  as  Wilcoxon  learning 
 method [11] has been proposed for signals processing application to mitigate the linear and 
 nonlinear learning problems.  As per Jer-Guang Hesieh, Yih-Lon-Lin and Jyh-Horng Jeng 
 the  Wilcoxon  learning  algorithm  has  been  applied  to  neural  networks  like  Wilcoxon 
 Multilayer  Perceptron  Neural  Network  (WMLPNN),  Wilcoxon  Generalized  Radial  Basis 
 Function  Network  (WGRBF).  The  Wilcoxon  approach  provides  promising  methodology 
 for many machine learning problems. We approach this method for digital communication 
 system like channel equalization and identification. 



1.4.   Thesis Layout 


         Following the chapter on Introduction, The rest of the thesis is organised as follows 
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Chapter  2      provides  the  fundamental  concepts  of  channel  equalisation  and  discusses 
 linear and nonlinear interferences like ISI, CCI and burst noise interference in a DCS. This 
 chapter  analyses  the  channel  characteristics  that  bring  out  the  need  for  an  equaliser  in  a 
 communication system. Subsequently an equaliser classification is presented which puts in 
 context the work undertaken in this thesis. This chapter also describes the need of adaptive 
 filter  in  channel  equalization  processes  and  also  explains  the  gradient  based  adaptive 
 algorithms used in channel equalizer for parameter updating.  


Chapter  3  provides the introduction of soft computing techniques. This chapter describes 
 neural  network  and  its  advantage  in  communication.  This  chapter  also  describes  the 
 artificial  neural  network  equalizer  like  MLP,  RBF,  FLANN,  ChNN,  WMLPN  and 
 WGRBFN.  


Chapter  4  This  chapter  represents  evolutionary  algorithm  “bacterial  foraging 
 optimization” technique with some simulation results.  


Chapter    5  This  chapter  represents  all  the  simulation  results  and  discussion.  These 
 equalizers  have  been  simulated  for  different  channel  distortion  conditions  which  include 
 ISI,  CCI  and  Burst  Noise  interference.  The  ANN  equalizers  like  MLP,  RBF,  FLANN, 
 ChNN,  WMLP,  and  WGRBF  have  been  simulated  for  performance  evaluation.  The 
 performances  of  these  equalizers  have  been  compared  with  linear  equalizers  trained  with 
 LMS and RLS algorithm. BFO based training for linear equalizer has been simulated. BER 
 has been used as the performance criteria for evaluating equalizers 


Finally  Chapter    6 summarises  the  work  undertaken  in  this  thesis  and  points  to  possible 
directions for future research. 
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      Chapter 2          Channel Equalization Techniques an 



Overview 


________________________________________________________________________ 


This chapter represent the development of artificial neural network based adaptive channel 
 equalisers  for  a  variety  of  channel  impairments  and  brings  out  the  need  of  an  adaptive 
 equaliser  in  a  digital  communication  system  (to  mitigate  the  linear,  nonlinear  destruction 
 like  as  Inter-symbol  Interference,  Co-channel  Interference,  Burst  noise  interference)  and 
 describes the classification of adaptive equalisers.   


This chapter is organised as follows. Following this introduction, section 2.1 discusses the 
 digital  communication  system  in  general.  Section  2.2  discusses  the  propagation  channel 
 model  in  a  digital  communication  system.  Section  2.3  discusses  the  general  concept  of 
 interferences  ISI,  CCI,  ACI  channel  and  burst  noise  interference.  Section  2.4  discusses 
 gradient  based  adaptive  algorithms.  Section  2.5  discusses  the  different  types  of  channel 
 models  need  for  equalization.  Section  2.6  discusses  need  of  channel  equalizer  in  digital 
 communication  system;  subsequently  describe  the  classification  of  adaptive  equalisers. 


Section 2.7  discusses  the optimal Bayesian  symbol  by  symbol equaliser for  ISI  channels. 


Finally, section 2.8 provides the concluding remarks. 



2.1  Digital Communication System 


The general block diagram of a digital communication system is presented in Figure 2.1. In 
digital  communication  system,  some  of  the  blocks  are  not  shown  in  the  Figure  2.1.  The 
data  source constitutes  the  signal  generation  system  that  generates  the  information  to  be 
transmitted.  The  work  of  the  encoder  in  the  transmitter  encode  is  to 
The information bits before transmission so as to provide redundancy in the system. This 
in  turn  helps  in  error  correction  at  the  receiver  end.  Some  of  the  typical  coding  schemes 
used are convolutional codes, block codes and grey codes. The encoder does not form an 
essential part of the communication system but is being increasingly used. The digital data 
transmission requires very large bandwidth. The efficient use of the available bandwidth is 
achieved through the transmitter filter, also called the modulating filter. The modulator on 
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 the  other  hand  places  the  signal  over  a  high  frequency  carrier  for  efficient  transmission. 


Some  of  the  typical  modulation  schemes  used  in  digital  communication  systems  are 
 amplitude shift keying (ASK), frequency shift keying (FSK), pulse amplitude modulation 
 (PAM) and phase shift keying (PSK) modulation. 


      


    (t)  


Figure.2.1 Block diagram of a digital communication system 


The channel is the medium through which information propagates from the transmitter to 
 the  receiver.  At  the  receiver  the  signal  is  first  demodulated  to  recover  the  baseband 
 transmitted signal. This demodulated signal is processed by the  receiver filter, also called 
 receiver demodulating filter, which should be ideally matched to the transmitter filter and 
 channel. The equaliser in the receiver removes the distortion introduced due to the channel 
 impairments. The decision device provides the estimate of the encoded transmitted signal. 


The decoder reverses  the work of the encoder and removes the encoding  effect  revealing 
 the transmitted information symbols.  



2.2  Propagation Channel


This  section discusses the channel  impairments  that  mitigate the performance of  a  digital 
 communication  system  (DCS).  The  DCS  considered  here  is  shown  in  Figure  2.1.  The 
 transmission of digital pulses over an analogue channel would require infinite bandwidth. 
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 An  ideal  physical  propagation  channel  should  behave  like  an  ideal  low  pass  filter 
 represented  by  its  frequency  response,  ideal  low  pass  filter  represented  by  its  frequency 
 response,  


      c
 
f  c   
f exp j
f      (2.1)  
 Where  Hc(f)  represents  the  Fourier  transform  (FT)  of  the  channel  and  Ѳ  is  the  phase 
 response of the channel.  

The amplitude response of the channel |Hc(f)| can be defined as,       
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Where  k1  is  a  constant  and  ωc  is  the  upper  cutoff  frequency.  The  channel  group  delay 
 characteristic is given by  
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 Where  k2  is  an  arbitrary  constant.  The  conditions  described  in  (2.2)  and  (2.3)  constitute 
 fixed  amplitude  and  linear  phase  characteristics  of  a  channel.  This  channel  can  provide 
 distortion free transmission of analogue signal band limited to at least ωc. Transmission of 
 the infinite bandwidth digital signal over a band limited channel of ωc will obviously cause 
 distortion. This demands for the infinite bandwidth digital signal is band limited to at least 
 ωc, to guarantee distortion free transmission. This work is done with the aid of transmitter 
 and receiver filters shown in Figure.2.2. The combined frequency response of the physical 
 channel, transmitter filter and the receiver filter can be represented as,  


       H(f)HT(f)Hc(f)HR(f)       (2.4) 
 Where  HT (f),  Hc(f)  ,HR(f)  represents  the  FT  of  the  transmitter,  channel  and  receiver 
 respectively.  When  the  receiver  filter  is  matched  to  the  combined  response  of  the 
 propagation channel and the transmitter filter, the system provides optimum signal to noise 
 ratio (SNR) at the sampling instant. As channel impulse response is not known beforehand, 
 the  receiver  filter  impulse  response  hR(t)  is  generally  matched  to  the  transmitter  filter 
 impulse response hT(t). This condition can be represented as 


       R(f) *T(f)      (2.5) 
       hR(t) h*T(t)      (2.6) 
Where, H*T(f)and  h*T(t)are  complex  conjugates  of  HT(f)and  hT(t)respectively.  It  is 
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 desired to select H(f)so as to minimise the distortion at the output of the receiver filter at 
 sampling  instants.  For  the  ideal  channel  presented  in  (2.1),  the  design  of  transmitter  and 
 receiver filters is the raised cosine filter and is given by, 
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       HTR(f)HT(f)HR(f)      (2.8) 
 Where, T is the source symbol period and,0 1, is the excess bandwidth and HTR


is  the  FT  of  the  combined  response  of  transmitter  and  receiver  filter.  The  plot  of  this 
 combined  filter  response  is  presented  in  Figure  2.2.  Figure  2.2(a)  and  Figure  2.2(b) 
 represents  the  impulse  response  and  frequency  response  of  the  combined  filter 
 respectively.  


     


Figure 2.2. Raised cosine pulse and its spectrum 


From  the  Figures  2.2(a)  and  2.2(b),  it  can  be  observed  that  any  value  of    can  provide 
 distortion  free  transmission  if  the  receiver  output  is  sampled  at  the  correct  time.  A 
 sampling timing error causes ISI, which reduces with an increase in

 . The special case of 



 =0 provides a pulse satisfying the condition 

(2.7) 
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Under  this  condition  the  channel  can  provide  highest  signalling  rate3, T12c .  At  the 
 other  extreme,   1  provides  a  signalling  rate  equal  to  reciprocal  of  the 
 bandwidthT1c.  In  this  process,  selection  of    

   provides  a  compromise  between 
 quality and signaling speed.  

It has been assumed that the physical channel is an ideal low pass filter (2.1). However, in 
 reality all physical channels deviate from this behaviour. This introduces ISI even though 
 the receiver is sampled at the correct time. The presence of this ISI requires an equaliser to 
 provide proper detection. 


In general all types of DCS’s are affected by ISI. Communication systems are also affected 
 by  other  forms  of  distortion.  Multiple  access  techniques  give  rise  to  CCI  and  adjacent 
 channel interference (ACI) in addition to ISI. The presence of amplifiers in the transmitter 
 and the receiver front end causes nonlinear distortion. Fibre optic communication systems 
 are also affected by nonlinear distortion [3]. On the other hand the mobile radio channels 
 are  affected  by  multi-path  fading  due  to  relative  motion  between  the  transmitter  and 
 receiver [4]. 


In  the  following  subsections  these  channel  impairments  are  discussed  and  the  channel 
 models  are  presented.  These  models  are  used  in  the  later  chapters  for  evaluating 
 equalisation  algorithms  that  have  been  presented  in  this  thesis.  The  discussions  in  these 
 subsections are limited only to the channel effects that have been analysed in this thesis.   


      



2.3.     Interference  


Today’s  communication  systems  transmit  high  speed  data  over  the  communication 
 channels.  During  this  process  the  transmitted  data  is  corrupted  due  to  the  effect  of  linear 
 and nonlinear distortions. 


Linear  distortion  includes  inter-symbol  interference  (ISI),  co-channel  interference  (CCI), 
and adjacent  channel interference (ACI) in the presence of additive white Gaussian noise 
(AWGN). 



(29)Channel Equalization Technique  Page 28 
 The nonlinear distortion occurs in the system by impulse noise, modulation, demodulation, 
 amplification  process,  cross-talk  in  the  communication      pipelines  and  depended  on  the 
 nature  of  the  channel.  The  following  sections  briefly  describe  the  linear  and  nonlinear 
 interferences. 



2.3.1  Inter Symbol Interference (ISI)  


Inter-symbol  interference  (ISI)  arises  when  the  data  transmitted  through  the  channel  is 
 dispersive, in which each received pulse is affected somewhat by adjacent pulses and due 
 to which interference occurs in the transmitted signals. 


In  Figure.  2.3.  Shown  the  block  diagram  of  baseband  binary  data  transmission  system, 
 cascade  of  the  transmitter  filter  hT(t),  the  channel  hC(t)    and  the  receiver  hR(t)    matched 
 filter and the T spaced sampler.  


       Figure. 2.3 Baseband binary data transmission system 


 Here, the incoming binary pulse sequence consists of symbols 1 and 0, each of duration T. 


The pulse amplitude modulation modifies this binary sequence into a new sequence of 
 short pulses (approximating a unit impulse), whose amplitude xj is represented in the polar 
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The sequence of short pulses so produced is applied to a transmit filter of impulse response 
 hT(t), producing the transmitted signal 


      s(t) x hT(t jT)


j


j 




      (2.11) 
 In addition, the channel adds random noise to the signal at the receiver input. The channel 
 observed output y(t) is given by the sum of the noise free channel output yˆ(t), which in 
 turn  is  formed  by  the  convolution  of  the  transmitted  sequence  s(t)  with  the  channel  taps  
 hC, 0n1and adaptive white Gaussian noise η(t).   

The received filter output y(t) is written as 


      y(t) x h (t jT) (t)


C
 j


j 


  


 

       (2.12)  
 Where  is a scaling factor use to account of amplitude changes incurred in the course of 
 signal  transmission  through  the  system,  and  h (t jT)

C    represent  the  effect  of 
 transmission  delay.  To  simplify  the  exposition,  we  have  put  this  delay  equal  to  zero  in 
 equation (2.12) without loss of generality.  


Generally the receive filter output y(t) is sampled at time t  = iT ,where i is a integer values 
 and -∞ ≤ t ≤ ∞.       


       y(i) x x hC[(i j)T] (i)
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       (2.13) 


In  equation (2.13),  the first term xirepresents  the  contribution  of the ith  transmitted bit. 


The second term represents the residual effect of all other transmitted bits on the decoding 
 of  the  ith bit,  this  residual  effect  due  to  the  occurrence  of  pulses  before  and  after  the 
 sampling instant ith is called inter-symbol interference (ISI). The last term  η(i)    represents 
 the noise sample at time
t
.  

In the absence of both ISI and noise, we observe from equation (2.13) that  


       y(i)  

xi      (2.14) 
 Which shows that, under these ideal conditions, the ith transmitted bit is decoded correctly. 

The unavoidable presence of ISI and noise in the system, however, introduces errors in the 
decision device at the receiver output. Therefore, in the design of the transmit and receive 
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 filters,  the  objective  is  to  minimize  the  effects  of  noise  and  ISI  and  thereby  deliver  the 
 digital data to their destination with the smallest error rate possible.  


The ISI is zero if and only if h(tjT)=0, j0; that is, if the channel impulse response has 
 zero  crossings  at  T-spaced  intervals.  In  channel  impulse  response.  When  the  impulse 
 response  has  such  uniformly  spaced  zero  crossings,  it  is  said  to  satisfy  Nyquist’s  first 
 criterion. In frequency-domain terms, this condition is equivalent to  
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H(f)  is  the  channel  frequency  response  and H'(f)is the “folded” (aliased or overlapped) 
 channel  spectral  response  after  symbol-rate  sampling.  The  band      f 12T  is  commonly 
 referred  to  as  the  Nyquist  or  minimum  bandwidth.  When  H(f)=0  for  f 1T
 (the  channel  has  no  response  beyond  twice  the  Nyquist  bandwidth),  the  folder  response 
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H has the simple from 


      H'(f)H(f)H

f  1T
 0f 1T      (2.16) 
 Figure 2.4  (a)  and (d) shows the amplitude response of two linear-phase low-pass  filters: 

one an ideal filter with Nyquist bandwidth and the other with odd (or vestigial) symmetry 
around 12Thertz. As illustrated in figure 2.4 (b) and (e), the folded frequency response of 
each filter satisfies Nyquist’s first criterion.  
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Figure. 2.4(a)-(f) Linear phase filters which satisfy Nyquist’s first criterion 


In  practice,  the  effect  of  IS1  can  be  seen  from  a  trace  of  the  received  signal  on  an 
 oscilloscope with its time base synchronized to the symbol rate.  
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2.3.2.
       Co-channel Interference and Adjacent Channel Interference
  
 Co-channel  Interference  (CCI)  and  Adjacent  Channel  Interference  (ACI)  occur  in 
 communication systems due to multiple access techniques using space, frequency or time. 

CCI occurs in cellular radio and dual-polarized microwave radio, for efficient utilization of 
 the allocated channels frequencies by reusing the frequencies in different cells.  


Figure.2.5  shows  a  digital  communication  system  model  where  s(t)  is  the  transmitted 
 symbol sequence, (t)  is  additive white Gaussian noise, y(t) is  a received signal sequence 
 sampled  at  the  rate  of  the  symbol  interval  Ts,  yˆt( )d is  an  estimate  of  the  transmitted 
 sequence  s(t)  and  d  denotes  the  delay  associated  with  estimation.  The  received  signal  is 
 additionally corrupted by n co-channel interference sources. The receiver has a copy of the 
 training signal transmitted by the transmitter. 


Figure. 2.5. Communication system model with Co-channel interference       
 The received signal sequence is defined by the following equation.      


       y(t)s(t)sCCI(t)(t)      (2.17) 
 Where  s(t)  is  the  output  of  the  desired  channel,  SccI(t)  is  the  co-channel  interference 
 component. The desired signal s(t) and co-channel signal SccI(t)  are represent as  
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 Where s(t) and  sj(t) are the desired and co-channel data symbols respectively, h(i) and hj(i) 
 are  the  impulse  responses  of  the  desired  channel  and  the  jth co-channel,  having  n and  nhj


taps respectively. Furthermore, the desired and co-channel data symbols and noise samples 
 are  assumed  to  be  mutually  uncorrelated.  Without  loss  of  generality  the  transmitted 
 sequences  can  be  assumed  to  be  bipolar  (1).  The  signal-to-noise  ratio  (SNR)  and  the 
 signal-to-interference ratio (SIR) are defined as      
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        (2.20)  


Wheree2,s2,andCCI2 , are the noise variance, the signal power and the co-channel signal 
 power respectively. 


In digital communication system adjacent channel interference is causes due to inter carrier 
 spacing  between  different  cells  in  time  division  multiple  access  (TDMA)[13]  and  inter 
 carrier  spacing  among  carriers  in  the  same  cell  in  FDMA[12,14,15]  systems.  The 
 frequency spectrum of the signals that carry the desired signal, the Co-channel Interference 
 and Adjacent Channel Interference signals is presented in Figure 2.6.  


Figure.2.6 Spectrum of desired signal, CCI and ACI in DCS 
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 the  neighbouring  carrier  with  respect  to  the  signal  of  interest  is  received  by  the  receiver 
 filter and this signal is the main cause of ACI.  



2.3.3. Burst Noise Interference 


Burst  noise  is  a  high  intensity  noise  which  occurs  for  short  duration  of  time  with  fixed 
 burst length means a series of finite-duration Gaussian noise pulses.  As shown in Figure. 


2.7 The block diagram of burst noise model. The receiver input is s(t) + nb(t) where s(t) is 
 the binary signal component and nd(t) is the noise Component [17]. The noise is given by 
        nd(t)(t)nb(t)      (2.21) 


Figure. 2.7 Block diagram of Burst noise model 


Where ()t  is  the  background  Gaussian-noise  component  and  nb(t) is  the  burst-noise 
 component. The combination of the background Gaussian noise and burst noise is referred 
 to as bursty noise. 


The burst-noise component of the channel noise, let sˆ(t) denote a sample function from a 
 delta-correlated  Gaussian  stochastic  process  with  zero  mean  and  double-sided  power 
 spectral density (PSD) Nb/2 and let {ti} denote a set of Poisson points with average rate v. 


The burst noise component is expressed as 
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