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(7)It  is  well  known  that  the  differential  equations  are  back  bone  of  different  physical 
 systems.  Many  real  world  problems  of  science  and  engineering  may  be  modeled  by 
 various  ordinary  or  partial  differential  equations.  These  differential  equations  may  be 
 solved by different approximate methods such as Euler, Runge-Kutta, predictor-corrector, 
 finite difference,  finite element,  boundary element and other numerical  techniques  when 
 the  problems  cannot  be  solved  by  exact/analytical  methods.  Although  these  methods 
 provide good approximations to the solution, they require a discretization of  the  domain 
 via  meshing,  which  may  be  challenging  in  two  or  higher  dimension  problems.  These 
 procedures  provide  solutions  at  the  pre-defined  points  and  computational  complexity 
 increases with the number of sampling points. 


In recent decades, various machine  intelligence  methods in particular connectionist 
 learning or Artificial Neural Network (ANN)  models are being used to solve a variety of 
 real-world problems because of its excellent learning capacity. Recently, a lot of attention 
 has been given to use  ANN  for solving differential equations.  The approximate solution 
 of  differential  equations  by  ANN  is  found  to  be  advantageous  but  it  depends  upon  the 
 ANN  model  that  one  considers.  Here  our  target  is  to  solve  ordinary  as  well  as  partial 
 differential  equations  using  ANN.  The  approximate  solution  of  differential  equations  by 
 ANN  method has various  inherent benefits  in comparison with other numerical  methods 
 such  as  (i)  the  approximate  solution  is  differentiable  in  the  given  domain,  (ii) 
 computational complexity does not increase considerably with the  increase in number of 
 sampling  points  and  dimension  of  the  problem,  (iii)  it  can  be  applied  to  solve  linear  as 
 well  as  non  linear  Ordinary  Differential  Equations  (ODEs)  and  Partial  Differential 
 Equations  (PDEs).  Moreover,  the  traditional  numerical  methods  are  usually  iterative  in 
 nature, where we fix the step size before the start of the computation. After the solution is 
 obtained, if we want to know the solution in between steps then again the procedure is to 
 be repeated from initial stage. ANN may be one of the ways where we may overcome this 
 repetition of iterations. Also, we may use it as a black box to get numerical results at any 
 arbitrary point in the domain after training of the model. 


Few  authors  have  solved  ordinary  and  partial  differential  equations  by  combining 
the  feed  forward  neural  network  and  optimization  technique.  As  said  above  that  the 
objective of this thesis is to solve various types of ODEs and PDEs using efficient neural 
network. Algorithms are developed where no desired values are known and the output of 
the  model  can  be  generated  by  training  only.  The  architectures  of  the  existing  neural 
models  are  usually  problem  dependent  and  the  number  of  nodes  etc.  are  taken  by  trial



(8)In  this  investigation,  firstly  a  new  method  viz.  Regression  Based  Neural  Network 
 (RBNN) has been developed to handle differential equations. In RBNN model, the number 
 of nodes in hidden layer may be fixed by using the  regression method. For this, the input 
 and output  data are  fitted  first  with  various degree  polynomials  using  regression analysis 
 and  the  coefficients  involved  are  taken  as  initial  weights  to  start  with  the  neural  training. 


Fixing of the hidden nodes depends upon the degree of the polynomial.We have considered 
 RBNN  model  for solving different ODEs with  initial/boundary conditions. Feed forward 
 neural  model  and  unsupervised  error  back  propagation  algorithm  have  been  used  for 
 minimizing  the  error  function  and  modification  of  the  parameters  (weights  and  biases) 
 without use of any optimization technique. 


Next,  single  layer  Functional  Link  Artificial  Neural  Network  (FLANN) 
 architecture  has  been  developed  for  solving  differential  equations  for  the  first  time.  In 
 FLANN, the hidden  layer  is replaced by a  functional expansion block  for enhancement 
 of  the  input  patterns  using  orthogonal  polynomials  such  as  Chebyshev,  Legendre, 
 Hermite, etc. The computations become efficient because the procedure does not need to 
 have hidden layer. Thus, the numbers of network parameters are less than the traditional 
 ANN model. 


Varieties  of  differential  equations  are  solved  here  using  the  above  mentioned 
 methods to  show the reliability, powerfulness, and easy computer implementation of  the 
 methods.  As  such  singular  nonlinear  initial  value  problems  such  as  Lane-Emden  and 
 Emden-Fowler  type  equations  have  been  solved  using  Chebyshev  Neural  Network 
 (ChNN)  model.  Single  layer  Legendre  Neural  Network  (LeNN)  model  has  also  been 
 developed to  handle Lane-Emden equation, Boundary Value Problem (BVP) and system 
 of coupled ordinary differential equations. Unforced Duffing oscillator and unforced Van 
 der  Pol-Duffing  oscillator  equations  are  solved  by  developing  Simple  Orthogonal 
 Polynomial  based  Neural  Network  (SOPNN)  model.  Further,  Hermite  Neural  Network 
 (HeNN) model is proposed to handle the Van der Pol-Duffing oscillator equation. Finally, 
 a single  layer Chebyshev Neural Network (ChNN)  model  has also  been  implemented to 
 solve partial differential equations. 


Keywords:  Artificial  neural  network;  Differential  equation;  Regression  based  neural 
network;  Lane-Emden  equation;  Functional  link  artificial  neural  network;  Duffing 
oscillator; Orthogonal polynomial. 
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Chapter 1  Introduction 


Differential  equations  play  a  vital  role  in  various  fields  of  science  and  technology.  Many 
 real  world  problems  of  engineering,  mathematics,  physics,  chemistry,  economics, 
 psychology, defense etc. may be modeled by ordinary or partial differential equations [1--
 10]. In most of the cases, an analytical/exact solution of differential equations may not be 
 obtained  easily.  So  various  type  of  numerical  techniques  such  as  Euler,  Runge-Kutta, 
 predictor-corrector,  finite  difference,  finite  element  and  finite  volume  etc.  [11--19]  have 
 been  employed  to  solve  these  equations.  Although  these  methods  provide  good 
 approximations  to  the  solution,  they  require  the  discretization  of  the  domain  into  the 
 number  of  finite  points/elements.  These  methods  provide  solution  values  at  the  pre-
 defined  points  and  computational  complexity  increases  with  the  number  of  sampling 
 points [20]. 


In  recent  decades,  various  machine  intelligence  procedures  in  particular 
 connectionist  learning  or  Artificial  Neural  Network  (ANN)  methods  have  been 
 established as a powerful technique to solve a variety of real-world problems because of 
 its excellent learning capacity [21--24]. ANN is a computational model or an information 
 processing  paradigm  inspired  by  biological  nervous  system.  Artificial  neural  network  is 
 one  of  the  popular  areas  of  artificial  intelligence  research  and  also  an  abstract 
 computational  model  based on organizational structure of human brain [25].  It  is a data 
 modeling tool which depends on upon various parameters and learning methods [26--31]. 


It  processes  information  through  neuron/node  in  parallel  manner  to  solve  specific 
 problems.  ANN  acquires  knowledge  through  learning  and  this  knowledge  is  stored  with 
 inter neuron connections strength which  is expressed by numerical values called weights. 


These weights are used to compute output signal values for new testing input signal value. 


This  method  is  successfully  applied  in  various  fields  [32--42]  such  as  function 
approximation, clustering, prediction, identification, pattern recognition, solving ordinary 
and partial differential equations etc.  
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Recently,  a  lot  of  attention  has  been  devoted  to  the  study  of  ANN  for  solving 
 differential  equations.  The  approximate  solution  of  differential  equations  by  ANN  is 
 found to be advantageous but it depends upon the ANN model that one considers. Here, 
 our  target  is  to  solve  Ordinary  Differential  Equations  (ODEs)  as  well  as  Partial 
 Differential Equations (PDEs) using ANN. The approximate solution of ODEs and PDEs 
 by  ANN has  many  benifits compared to traditional  numerical  methods such as  [43, 44] 


(a)  differentiable  in  the  given  domain,  (b)  computational  complexity  does  not  increase 
 considerably with the increase in number of sampling points and the dimension, (c) it can 
 be  applied  to  solve  linear  as  well  as  non  linear  ODEs  and  PDEs.  Moreover,  the 
 traditional  numerical  methods are usually  iterative  in nature, where we fix the step size 
 before the start of the computation. After the solution is obtained, if we want to know the 
 solution in between steps then again the procedure is to be repeated from the initial stage. 


ANN may be one of the ways where we may overcome this repetition of iterations. Also, 
 we may use it as a black box to get numerical results at any arbitrary point in the domain 
 after the training of the model. 


As  said  above,  the  objective  of  this  thesis  is  to  solve  various  types  of  ODEs  and 
 PDEs  using  a  neural  network.  Algorithms  are  developed  where  no  desired  values  are 
 known and the output of the model can be generated by training only. As per the existing 
 training  algorithm,  the  architecture  of  neural  model  is  problem  dependent  and  the 
 number of nodes etc. is taken by trial and error method where the training depends upon 
 the  weights  of  the  connecting  nodes.  In  general,  these  weights  are  taken  as  random 
 numbers which dictate the training. 


In this  thesis,  firstly a new  method viz.  Regression Based Neural Network (RBNN) 
 [45, 46] has been developed to handle differential equations.  In RBNN model, the number 
 of  nodes  in  hidden  layer  has  been  fixed  according  to  the  degree  of  polynomial  in  the 
 regression. The input and output data are fitted first with various degree  polynomials using 
 regression analysis and the coefficients involved are taken as initial weights to start with the 
 neural training. Fixing of the hidden nodes depends on upon the degree of the polynomial. 


We  have  considered  RBNN  model  for  solving  different  ODEs  with  initial/boundary 
 conditions.  Here,  unsupervised  error  back  propagation  algorithm  has  been  used  for 
 minimizing the error function and  modification of the parameters  is done without  use of 
 any optimization technique. 


Next, single layer Functional Link Artificial Neural Network (FLANN) architecture 
has  been  developed  for  solving  differential  equations  for  the  first  time.  In  FLANN,  the 
hidden  layer  is  replaced  by  a  functional  expansion  block  for  enhancement  of  the  input 
patterns using orthogonal polynomials such as Chebyshev, Legendre, Hermite, etc. It may 
however  be  noted  here  that  FLANN  has  been  used  for  problems  of  function 
approximation, system identification, digital communication etc. by other researchers [51-
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-62]. In FLANN, the computations become efficient because the procedure does not need 
 to have hidden layer. Thus, the number of network parameters are less than the traditional 
 ANN  model.  Some  of  the  advantages  of  the  new  single  layer  FLANN  based  model  for 
 solving differential equations may be mentioned as below: 


  It is a single layer neural network, so number of network parameters are  
       less than traditional multi layer ANN; 


  Fast learning and computationally efficient; 


  Simple implementation; 


  The hidden layers are not required;  


   The back propagation algorithm is unsupervised; 


  No optimization technique is to be used. 


Varieties of differential equations are solved here using the above mentioned methods to 
 show the reliability, powerfulness, and easy computer implementation of the methods. 


 As such, singular nonlinear initial value problems such as Lane-Emden and Emden-
 Fowler  type  equations  have  been  solved  using  Chebyshev  Neural  Network  (ChNN) 
 model.  Single  layer  Legendre  Neural  Network  (LeNN)  model  has  been  developed  to 
 solve  Lane-Emden  equation,  Boundary  Value  Problem  (BVP)  of  ODEs  and  system  of 
 coupled  first order ordinary differential equations.  Unforced Duffing oscillator problems 
 and  Van  der  Pol-Duffing  oscillator  equation  have  been  solved  by  developing  Simple 
 Orthogonal  Polynomial  based  Neural  Network  (SOPNN)  and  Hermite  Neural  Network 
 (HeNN) models respectively. Finally, a single layer Chebyshev Neural Network (ChNN) 
 model has also been proposed to solve elliptic partial differential equations. 


In  view  of  the  above,  we  now  discuss  few  related  works  in  the  subsequent 
 paragraphs.  Acccordingly,  we  will  start  with  ANN.  In  general,  ANN  has  been  used  by 
 many  researchers  for  the  variety  of  problems.  So,  it  is  a  gigantic  task  to  include  all 
 papers related to ANN. As such we include only the basic, important and related works 
 of  ANN.  Next,  various  types  of  ANN  models  are  reviewed.  Further,  we  include  the 
 important works done by various authors to solve the targeted special type of differential 
 equations by other numerical  methods. Finally,  very  few works that have been done by 
 others related to ODEs and PDEs using ANN are included. As such the literature review 
 has been categorized as below: 


  ANN models; 


  RBNN models; 


  FLANN models; 


  Solution of ODEs and PDEs by Numerical Methods; 
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  Lane-Emden and Emden-Fowler equations; 


  Duffing and the Van der Pol-Duffing Oscillator Equations; 


  ANN Based Solution of ODEs; 


  ANN Based Solution of PDEs. 



1.1  Literature Review 


1.1.1   Artificial Neural Network (ANN) Models 


In  recent  years,  Artificial  Neural  Network  (ANN)  has  been  established  as  a  powerful 
 technique to solve the variety of real-world applications because of its excellent learning 
 capacity.  An  enormous  amount  of  literature  has  been  written  on  ANN.  As  mentioned 
 above, few important and fundamental papers are reviewed and cited here. 


The first ANN model has been developed by McCulloch and Pitts in 1943 [25]. [21-
 -24] introduced the computation of multi layered feed forward neural network. Error back 
 propagation algorithm for feed forward neural network has been proposed by  [27, 29 and 
 32].  Hinton  [31]  developed fast learning algorithm  for  multi  layer ANN  model. [30--34] 


presented artificial neural network with various types of learning algorithm in an excellent 
 way.  Neural  networks  and  their  applications  have  been  studied  by  Rojas  [33].  [35--37] 


implemented various types of ANN  models, principles and  learning algorithms of ANN. 


[39]  used neural  networks  for the  identification  the structural parameters of  multi  storey 
 shear  building.  Also,  ANN  technique  has  been  applied  for  wide  variety  of  real  world 
 applications [38--42]. 


1.1.2   Regression Based Neural Network (RBNN) Models 


It is already pointed out earlier that RBNN model may be used to fix number of nodes in 
 the hidden layer using regression analysis.   


As  such  Chakraverty  and  his  co-authors  [45,  46]  have  developed  and  investigated 
various  application  problems  using  RBNN.  Prediction  of  response  of  structural  systems 
subject  to  earthquake  motions  has  been  investigated  by  Chakraverty  et  al.  [45]  using 
RBNN  model.  Chakraverty  et  al.  [46]  studied  vibration  frequencies  of  annular  plates 
using RBNN. Recently, Mall and Chakraverty [47--50] proposed regression based neural 
network model for solving initial/boundary value problems of ODEs. 
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1.1.3   Single Layer Functional Link Artificial Neural Network (FLANN) 
        Models 


The  single  layer  Functional  Link  Artificial  Neural  Network  (FLANN)  model  has  been 
 introduced  by  Pao  and  Philips  [51].  In  FLANN,  the  hidden  layer  is  replaced  by  a 
 functional  expansion  block  for  enhancement  of  the  input  patterns  using  orthogonal 
 polynomials such as Chebyshev, Legendre, Hermite etc. The single layer FLANN model 
 has some advantages such as simple structure and lower computational complexity due to 
 less  number  of  parameters  than  the  traditional  neural  network  model.  The  Chebyshev 
 Neural Network (ChNN) has been applied to various problems viz. system identification 
 [52--54],  digital  communication  [55],  channel  equalization  [56],  function  approximation 
 [57], etc. Very recently, Mall and Chakraverty [63, 64] havedeveloped ChNN  model  for 
 solving second order singular initial value problems viz. Lane-Emden and Emden-Fowler 
 type equations.  


Similarly,  single  layer  Legendre  Neural  Network  (LeNN)  has  been  introduced  by 
 Yang  and  Tseng  [58]  for  function  approximation.  Also  LeNN  model  has  been  used  for 
 channel  equalization  problems  [59,  60],  system  identification  [61]  and  for  prediction  of 
 machinery noise [62]. 


1.1.4   Solution of ODEs and PDEs by Numerical Methods 


Various  problems  in  engineering  and  science  may  be  modeled  by  ordinary  or  partial 
 differential  equations  [3--10].  In  particular,  Norberg  [1]  used  Ordinary  differential 
 equations  as  conditional  moments  of  present  values  of  payments  in  respect  of  a  life 
 insurance policy. Budd and Iserles [2] developed geometric interpretations and numerical 
 solution  of  differential  equations.  The  exact  solution of differential  equations  may  not  be 
 always possible. So various types of well known numerical methods such as Runge-Kutta, 
 predictor-corrector,  finite  difference,  finite  element  and  finite  volume  etc.  have  been 
 developed by various researchers [11--19] to solve these equations. 


It is again a gigantic task to include varieties of methods and differential equations 
 here.  As  such  we  include  few  differential  equations  models  which  are  solved  by  the 
 proposed ANN method. 


1.1.5   Lane-Emden and Emden-Fowler equations 


Many problems in astrophysics and Quantum mechanics may be modeled by second order 
ordinary  differential  equations.  The  thermal  behavior  of  a  spherical  cloud  of  gas  acting 
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under  the  mutual  attraction  of  its  molecules  and  subject  to  the  classical  laws  of 
 thermodynamics  had  been  proposed  by  Lane  [65]  and  described  by  Emden  [66].  The 
 governing differential equation then was known as Lane-Emden type equations. Further, 
 Fowler  [67,  68]  studied  Lane-Emden  type  equations  in  greater  detail.  The  Lane-Emden 
 type  equations  are  singular  at  x=0.  The  solution  of  Lane-Emden  equation  and  other 
 nonlinear IVPs in astrophysics are challenging because of the singular point at the origin 
 [69--73]. Different analytical approaches  based on either series  solutions or perturbation 
 techniques have been used by few authors [74--92] to handle the Lane-Emden equations. 


Shawagfeh [74]  presented an  Adomian Decomposition Method (ADM)  for solving 
 Lane-Emden  equations.  ADM  and  modified  decomposition  method  have  been  used  by 
 Wazwaz  [75--77]  for  solving  Lane-Emden  and  Emden-Fowler  type  equations 
 respectively. Chowdhury and Hashim [78, 79] employed  homotopy-perturbation  method 
 to solve singular initial value problems of time independent equations and Emden- Fowler 
 type equations. Ramos [80] solved singular initial value problems of ordinary differential 
 equations  using  Linearization  techniques.  Liao  [81]  presented  an  algorithm  based  on 
 ADM  for  solving  Lane-Emden  type  equations.  Approximate  solution  of  a  differential 
 equation  arising  in  astrophysics  using  the  variational  iteration  method  has  been  done  by 
 Dehghan  and  Shakeri  [82].  The  Emden-Fowler  equation  has  also  been  solved  by 
 Govinder  and  Leach  [83]  utilizing  the  techniques  of  Lie  and  Painleve  analysis.  An 
 efficient  analytic  algorithm  based  on  modified  homotopy  analysis  method  has  been 
 implemented by Singh et al. [84]. Muatjetjeja and Khalique [85] provided exact solution 
 of the generalized Lane-Emden equations of the  first and second kind. Mellin et al. [86] 


solved  numerically,  general  Emden-Fowler  equations  with  two  symmetries.  In  [87], 
 Vanani  and  Aminataei  have  implemented  the  Pade  series  solution  of  Lane-Emden 
 equations.  Demir  and  Sungu  [88]  gave  numerical  solutions  of  nonlinear  singular  initial 
 value  problems  of  Emden-Fowler  type  using  Differential  Transformation  Method 
 (DTM).Kusanoa and Manojlovic [89] presented asymptotic behavior of positive solutions 
 of  the  second-order  non  linear  ordinary  differential  equations  of  Emden–Fowler  type. 


Bhrawy  and  Alofi  [90]  used  a  shifted  Jacobi–Gauss  collocation  spectral  method  for 
 solving  the  nonlinear  Lane–Emden  type  equations.  Homotopy  analysis  method  for 
 singular initial value problems of Emden–Fowler type has been studied by Bataineh et al. 


[91]. In another approach, Muatjetjeja and Khalique [92] presented conservation laws for 
 a generalized coupled bi-dimensional Lane–Emden system. 


1.1.6   Duffing and the Van der Pol-Duffing Oscillator Equations 


The  nonlinear  Duffing  oscillator  equations  have  various  engineering  applications  viz.  


nonlinear  vibration  of  beams  and  plates  [93],  magneto-elastic  mechanical  systems  [94], 
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model a one-dimensional cross-flow vortex-induced vibration [95] etc. Also, the Van der 
 Pol-Duffing  oscillator  equation  is  a  classical  nonlinear  oscillator  which  is  very  useful 
 mathematical  model  for  understanding  different  engineering  problems  and  is  now 
 considered  as  very  important  model  to  describe  variety  of  physical  systems.  Solution  of 
 the  above  problems  has  been  a  recent  research  topic  because  most of  them  do  not  have 
 analytical solutions. So various numerical techniques and perturbation methods have been 
 used to handle Duffing oscillator and the Van der Pol-Duffing oscillator equations. In this 
 regard,  Kimiaeifar  et  al.  [96]  used  homotopy  analysis  method  for  solving  single-well, 
 double-well  and  double-hump  Van  der  pol-Duffing  oscillator  equations.  Nourazar  and 
 Mirzabeigy  [97]  employed  modified  differential  transform  method  to  solve  Duffing 
 oscillator  with  damping  effect.  Approximate  solution  of  force-free  Duffing  Van  der  pol 
 oscillator  equations  using  homotopy  perturbation  method  has  been  done  by  Khan  et  al. 


[98]. Panayotounakos et al. [99] provided analytic solution for damped Duffing oscillators 
 using  Abel’s equation of second kind. Duffing–van der Pol equation has been solved by 
 Chen and Liu [100] using Liao’s homotopy analysis method. Akbarzade and Ganji [101] 


have  implemented  homotopy  perturbation  and  variational  method  for  solution  of 
 nonlinear  cubic-quintic  Duffing  oscillators.  Mukherjee  et  al.  [102]  evaluated  solution  of 
 Duffing Van der pol equation  by  differential transform  method. Njah and Vincent [103] 


presented  chaos  synchronization  between  single  and  double  wells  Duffing–van  der  Pol 
 oscillators  using  active  control  technique.  Ganji  et  al.  [104]  used  He’s  energy  balance 
 method to  solve  strongly  nonlinear  Duffing  oscillators  with  cubic–quintic.  Linearization 
 method has been employed by Motsa and Sibanda [105] for solving Duffing and Van der 
 Pol  equations.  Akbari  et  al.  [106]  solved  Van  der  pol,  Rayleigh  and  Duffing  equations 
 using algebraic method. Approximate solution of the classical Van der Pol equation using 
 He’s  parameter  expansion  method  has  been  developed  by  Molaei  and  Kheybari  [107]. 


Zhang  and  Zeng  [108]  have  used  a  segmenting  recursion  method  to  solve  Van  der  Pol-
 Duffing oscillator. Stability analysis of a pair of van der Pol oscillators with delayed self-
 connection,  position  and  velocity  couplings  have  been  investigated  by  Hu  and  Chung 
 [109].  Qaisi [110] used the power series method for determining the periodic solutions of 
 the  forced  undamped  Duffing  oscillator  equation.  Marinca  and  Herisanu  [111]  gave 
 variational  iteration  method  to  find  approximate  periodic  solutions  of  Duffing  equation 
 with strong non- linearity.  


The  Van  der  Pol  Duffing  oscillator  equation  has  been  used  in  various  real  life 
 problems. Few of them may be mentioned as [112--116].   Hu and Wen [112] applied the 
 Duffing  oscillator  for  extracting  the  features  of  early  mechanical  failure  signal.  Also  in 
 [113], Zhihong and Shaopu used Van der Pol Duffing oscillator equation for weak signal 
 detection.  Amplitude  and  phase  of  weak  signal  have  been  determined  by  Wang  et  al. 


[114]  using  Duffing  oscillator  equation.  Tamaseviciute  et  al.  [115]  investigated  an 
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extremely  simple  analogue  electrical  circuit  simulating  the  two-well  Duffing-Holmes 
 oscillator equation. The weak periodic signals and machinery faults have been explained 
 by Li and Qu [116].  


Review of above  literatures reveals that  most of the numerical  methods require the 
 discretization of domain into the number of finite elements/points. Recently, few authors 
 have  solved  the  ordinary  and  partial  differential  equations  using  ANN.  Accordingly, 
 literature  related  to  the  solution  of  ODEs  and  PDEs  using  ANN  are  included  below  to 
 have the knowledge about the present investigation. As such, various papers related to the 
 above subject are cited in the subsequent sections. 


1.1.7   ANN Based Solution of ODEs 


Lee  and  kang  [117]  introduced  a  Hopfield  neural  network  model  to  solve  first  order 
ordinary  differential  equation.  Solution  of  linear  and  nonlinear  ordinary  differential 
equations using  linear B1splines as basis  function  in feed  forward neural network model 
has  been  approached  by  Meade  and  Fernandez  [118,  119].  Lagaris  et  al.  [43]  proposed 
neural networks and Broyden–Fletcher–Goldfarb–Shanno (BFGS) optimization technique 
to  solve  both  ordinary  and  partial  differential  equations.  Liu  and  Jammes  [120]  used  a 
numerical  method  based  on  both  neural  network  and  optimization  techniques  to  solve 
higher order ordinary differential equations. The nonlinear ordinary differential equations 
have been solved by Aarts and Van der Veer [121] using Neural Network Method. Malek 
and  Beidokhti  [122]  solved  lower  as  well  as  higher order ordinary  differential  equations 
using artificial neural networks with optimization technique. Tsoulos et al. [123] utilized 
feed-forward neural networks, grammatical evolution and a local optimization procedure 
to  solve  ordinary,  partial  and  system  of  ordinary  differential  equations.  Choi  and  Lee 
[124]  have  compred  the  results  of  differential  equations  using  radial  basis  and  back 
propagation  ANN  algorithms.  Selvaraju  and  Samant  [125]  proposed  new  algorithms 
based  on  neural  network  for  solving  matrix  Riccati  differential  equations.  In  another 
work,  Yazdi  et  al.  [126]  implemented  unsupervised  version  of  kernel  least  mean  square 
algorithm  and  ANN  for  solving  first  and  second  order  ordinary  differential  equations 
value problems. Kumar and Yadav [127] surveyed multilayer perceptrons and radial basis 
function neural network methods for the solution of differential equations. Ibraheem and 
Khalaf  [128]  solved  boundary  value  problems  using  neural  network  method.  Tawfiq  and 
Hussein  [129]  have  designed  a  feed  forward  neural  network  for  solving  second-order 
ordinary singular boundary value problems. Numerical solution of Blasius equation using 
neural networks algorithm has been implimented by Ahmad and Bilal [130]. 
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 1.1.8   ANN Based Solution of PDEs 


Mcfall  and  Mahan  [131]  used  an  artificial  neural  network  method  for  solution  of  mixed 
 boundary  value  problems  with  irregular  domain.  Also,  Lagaris  et  al.  [132]  have  solved 
 boundary  value  problems  with  irregular  boundaries  using  multilayer  perceptron  in 
 network  architecture.  He  et  al.  [133]  investigated  a  class  of  partial  differential  equations 
 using multilayer neural network. Aarts and Van der veer [134] analyzed partial differential 
 equation and initial value problems using feed forward ANN with evolutionary algorithm. 


Franke  and  Schaback  [135]  gave  the  solution  of  partial  differential  equations  by 
 collocation  using  radial  basis  function.  A  multi-quadric  radial  basis  function  neural 
 network  has  been  used  by  Mai-Duy  and  Tran-Cong  [136]  to  solve  linear  ordinary  and 
 elliptic partial differential equations. A  nonlinear  Schrodinger equation with optical axis 
 position z and time t  as  inputs  has  been  solved  by  Monterola and Saloma [137] used  an 
 unsupervised  neural  network.  Jianye  et  al.  [138]  solved  an  elliptical  partial  differential 
 equation  using  radial  basis  neural  network. In  another  work,  a  steady-state  heat transfer 
 problem has been solved by Parisi et al. [44] using unsupervised artificial neural network. 


Smaouia  and  Al-Enezi  [139]  applied  multilayer  neural  network  model  for  solving 
 nonlinear  PDEs.  Also  Manevitz  et  al.  [140]  gave  the  solution  of  time-dependent  partial 
 differential  equations  using  multilayer  neural  network  model  with  finite-element  method. 


Hayati  and  Karami  [141]  developed  feed  forward  neural  network  to  solve  the  Burger’s 
 equation viz. one dimensional quasilinear PDE. Numerical solution of Poisson’s equation 
 has  been  implemented  by  Aminataei  and  Mazarei  [142]  using  direct  and  indirect  radial 
 basis  function networks (DRBFNs and IRBFNs).  Multilayer perceptron with radial  basis 
 function  (RBF)  neural  network  method  has  been  presented  by  Shirvany  et  al.  [143]  for 
 solving  nonlinear  Schrodinger  equation.  Beidokhti  and  Malek  [144]  proposed  neural 
 networks and optimization techniques for solving systems of partial differential equations. 


Tsoulos  et  al.  [145]  used  artificial  neural  network  and  grammatical  evolution  for  solving 
ordinary  and  partial  differential  equations.  Numerical  solution  of  mixed  boundary  value 
problems has been studied  by Hoda and Nagla [146] using multi layer perceptron neural 
network. Raja and Ahmad [147] implemented neural network for the solution of boundary 
value  problems  of  one  dimensional  Bratu  type  equations.  Sajavicius  [148]  solved 
multidimensional  linear  elliptic  equation  with  nonlocal  boundary  conditions  using  radial 
basis function method. 
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1.2  Gaps 


In view of the above literature review,  one may find  many gaps in the titled problems. It 
 is  already  mentioned  earlier  that  there  exist  various  numerical  methods  to  solve 
 differential equations, when those cannot be solved analytically. Although these methods 
 provide good approximations to the solution, they require the discretization of the domain 
 into  the  number  of  finite  points/elements.  These  methods  provide  solution  values  at  the 
 pre-defined points and computational complexity  increases with the number of sampling 
 points. Moreover, the traditional numerical methods are usually iterative in nature, where 
 we fix the step size before the start of the computation. After the solution  is obtained, if 
 we want to know the solution in between steps then again the procedure is to be repeated 
 from  the  initial  stage.  ANN  may  be  one  of  the  ways  where  we  may  overcome  this 
 repetition of iterations. 


It may be noted that few authors have used ANN for solving ODEs and PDEs. But 
 most of the researchers have used optimization technique along with feed forward neural 
 network in their  methods. Moreover,  in  ANN  itself we do not  have any  straight forward 
 method  to  estimate  how  many  nodes  are  required  in  the  hidden  layer  for  acceptable 
 accuracy. Similarly, it is also a challenge to decide about the number of hidden layers.  


Review of the literature reveals that the previous authors have taken the parameters 
 (weights and biases) as random (arbitrary) for their investigation and these parameters are 
 adjusted  by  minimizing  the  appropriate  error  function.  The  ANN  architecture  viz.  the 
 number of nodes in the hidden layer had been taken by trial and error. It depends on upon 
 the simulation study and so it is problem dependent.  


As such, ANN training becomes time consuming to converge if the weights, number 
 of  nodes,  etc.  are  not  intelligently  chosen.  Sometimes  they  may  not  generalize  the 
 problem and also do not give good  result. Having the above  in  mind, our aim  here  is to 
 develop efficient artificial  neural  network learning methods to  handle the said problems. 


Another challenge is how to fix or reduce the number of hidden layers in ANN model. As 
 such, single layer Functional Link Artificial Neural Network (FLANN) models should be 
 developed to solve differential equations. 



1.3   Aims and Objectives 


In reference to the above gaps, the aim of the present investigation is to develop efficient 
ANN models to solve differential equations. As such, this  research is focused to develop 
Regression  Based  Neural  Network  (RBNN)  model  and  various  types  of  single  layer 
FLANN  models to handle differential equations. The efficiency and powerfulness of the 
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proposed  methods  are  also  to  be  studied  by  investigating  different  type  of  ODEs  and 
 PDEs  viz.  initial  value  problems,  boundary  value  problems,  system  of  ODEs,  singular 
 nonlinear  ODEs  viz.  Lane-Emden  and  Emden-Fowler  type  equations,  Duffing  oscillator 
 and Van der- Pol-Duffing oscillator equations etc.  In this respect, the main objectives of 
 the present research have been as follows:  


  Use  of  traditional  artificial  neural  network  method  to  obtain  solution  of  various 
 type of differential equations;  


  New ANN algorithms  by the use of  various  numerical techniques, their  learning 
 methods and training methodologies; 


  New and efficient algorithm to fix number of nodes in the hidden layer;    


  Solution  of  various  types  of  linear  and  nonlinear  ODEs  using  the  developed 
 algorithms.  Comparison  of  the  results  obtained  by  the  new  method(s)  with  that  of 
 the  traditional  methods.  Investigation  about  their  accuracy,  training  time,  training 
 architecture etc.; 


     Single  Layer  Functional  Link  Artificial  Neural  Networks  (FLANN)  such  as 
 Chebyshev Neural Network (ChNN),  Legendre Neural Network (LeNN), Simple 
 Orthogonal  Polynomial  based  Neural  Network  (SOPNN)  and  Hermite  Neural 
 Network (HeNN) to solve linear and nonlinear ODEs.  


  Efficient ANN algorithm for solution of partial differential equations.



1.4  Organization of the Thesis 


Present work is based on the development of new ANN models for solving various types 
 of ODEs and PDEs. This thesis consists of ten chapters which deal with investigation of 
 Regression  Based  Neural  Network  (RBNN),  Chebyshev  Neural  Network  (ChNN), 
 Legendre Neural Network (LeNN), Simple Orthogonal Polynomial based Neural Network 
 (SOPNN) and Hermite Neural Network (HeNN) models to solve ODEs and PDEs.  


Accordingly,  the  developed  methods  have  also  been  applied  to  mathematical 
examples  such  as  initial  value  problems,  boundary  value  problems  in  ODEs,  system  of 
first order ODEs, nonlinear second order ODEs viz. Duffing oscillator and the Van der- 
Pol  Duffing  oscillator  equations,  singular  nonlinear  second  order  ODEs  arising  in 
astrophysics viz. Lane-Emden and Emden-Fowler type equations and elliptic PDEs. Real 
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life  application  problems  viz.  (i)  a  Duffing  oscillator  equation  used  for  extracting  the 
 features  of early  mechanical  failure signal  as well as fault detection and (ii)  the Van der 
 Pol Duffing oscilator equation applied for weak signal detection are also investigated.  


We now describe below the brief outlines of each chapter. 


Overview  of  this  thesis  has  been  presented  in  Chapter  1.  Related  literatures  of  various 
 ANN models, ODEs and PDEs are reviewed here. This chapter also contains gaps as well 
 as aims and objectives of the present study.  


In  chapter  2,  we  recall  the  methods  which  are  relevant to  the  present  investigation 
 such  as  definitions  of  Artificial  Neural  Network  (ANN)  architecture,  learning  methods, 
 activation  functions,  leaning  rules  etc.  General  formulation  of  Ordinary  Differential 
 Equations (ODEs) using multi layer ANN, formulation of nth order initial value as well as 
 boundary  value  problems,  system  of  ODEs  and  computation  of  gradient  are  addressed 
 next.  Also,  general  formulation  for  Partial  Differential  Equations  (PDEs)  using  ANN, 
 formulation for two dimensional PDEs and their gradient computations are described. 


Chapter 3 presents traditional multi layer ANN model to solve first order ODEs and 
 Lane- Emden type equations. In the training algorithm, the number of nodes in the hidden 
 layer is taken by trial and error method. The initial weights are taken as random number 
 as  per  the  desired  number  of  nodes.  We  have  considered  simple  feed  forward  neural 
 network  and  unsupervised  error  back  propagation  algorithm.  The  ANN  trial  solution  of 
 differential  equations  is  written  as  sum  of  two  terms,  first  part  satisfies  initial/boundary 
 conditions and contains no adjustable parameters. The second term contains the output of 
 feed forward neural network model. 


In  Chapter  4,  Regression  Based  Neural  Network  (RBNN)  model  is  developed  to 
 handle  ODEs.  In  RBNN  model,  the  number  of  nodes  in  hidden  layer  has  been  fixed 
 according to the degree of polynomial  in the regression  and the coefficients involved are 
 taken as initial weights to start with the neural training. Fixing of the hidden nodes depends 
 upon the degree of the polynomial. Here, unsupervised error back propagation method has 
 been  used  for  minimizing  the  error  function.  Modifications  of  the  parameters  are  done 
 without  use  of  any  optimization  technique.  Initial  weights  are  taken  as  combination  of 
 random  as  well  as  by  proposed  regression  based  method.  In  this  chapter,  a  variety  of 
 initial and  boundary  value problems  have  been  solved and the results with arbitrary and 
 regression based initial weights are compared.  


Single  layer  Chebyshev  polynomial  based  Functional  Link  Artificial  Neural 
Network  named  as  Chebyshev  Neural  Network  (ChNN)  model  has  been  investigated  in 
Chapter  5.  We  have  developed  single  layer  functional  link  artificial  neural  network 
(FLANN)  architecture  for  solving  differential  equations  for  the  first  time.  Accordingly, 
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the developed ChNN model has been used to solve singular initial value problems arising 
 in  astrophysics  and  Quantum  mechanics  such  as  Lane-Emden  and  Emden-Fowler  type 
 equations.  ChNN  model  has  been  used  to  overcome  the  difficulty  of  the  singularity  at 
 x=0.  In single  layer ChNN  model, the hidden  layer is eliminated by expanding the input 
 pattern  by  Chebyshev  polynomials.  A  feed  forward  neural  network  model  with 
 unsupervised  error  back  propagation  algorithm  is  used  for  modifying  the  network 
 parameters and to minimize the error function.  


In  Chapter  6,  Single  layer  Legendre  Neural  Network  (LeNN)  model  has  been 
 developed to solve the nonlinear singular Initial Value Problems (IVP) viz. Lane-Emden 
 type  equations,  Boundary  Value  Problem  (BVP)  and  system  of  coupled  first  order 
 ordinary differential equations. Here, the dimension of input data is expanded using set of 
 Legendre orthogonal polynomials. Computational complexity of LeNN model is found to 
 be less than that of the traditional multilayer ANN. 


Simple  Orthogonal  Polynomial  based  Neural  Network  (SOPNN)  for  solving 
 unforced  Duffing  oscillator  problems  with  damping  and  unforced  Van  der  Pol-Duffing 
 oscillator  equations  have  been  considered  in  Chapter  7.  It  is  worth  mentioning  that  the 
 nonlinear  Duffing  oscillator  equations  have  various  engineering  applications.  SOPNN 
 model  has been used to handle these equations. 


 Chapter  8  proposes  Hermite  polynomial  based  Functional  Link  Artificial  Neural 
 Network  (FLANN)  model  which  is  named  as  Hermite  Neural  Network  (HeNN).  Here, 
 HeNN has been used to solve the Van der Pol-Duffing oscillator equation. Three Van der 
 Pol-Duffing oscillator problems and two application problems viz. extracting the features 
 of early mechanical failure signal and  weak signal detection are also solved using HeNN 
 method. 


Chebyshev  Neural  Network  (ChNN)  model  based  solution  of  Partial  Differential 
 Equations (PDEs) has been described in Chapter 9. In this chapter, ChNN has been used 
 for  the  first  time  to  obtain  the  numerical  solution  of  PDEs  viz.  that  of  elliptic  type. 


Validation  of  the  present  ChNN  model  is  done  by  three  test  problems  of  elliptic  partial 
 differential  equations.  The  results  obtained  by  this  method  are  compared  with  analytical 
 results  and  are  found  to  be  in  good  agreement.  The  same  idea  may  also  be  used  for 
 solving other type of PDEs. 


Chapter  10  incorporates  concluding  remarks  of  the  present  work.  Finally,  future 
works are also included here.  
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Chapter 2 



Preliminaries 


This  chapter  addresses  basics  of  Artificial  Neural  Network  (ANN)  architecture, 
 paradigms  of  learning,  activation  functions,  leaning  rules  etc.  General  formulation  of 
 Ordinary Differential Equations (ODEs) using multi layer ANN, formulation of nth order 
 initial value as well as boundary value problems and system of ODEs [43, 122] have been 
 discussed  here.  Also,  the  general  formulation  for  Partial  Differential  Equations  (PDEs) 
 using  ANN,  the  formulation  for two  dimensional  PDEs  and  their  gradient  computations 
 are described [43]. 



2.1   Definitions 


In this section, some important definitions [22, 24, 32, 34] related to ANN are included. 


It is a technique that seeks to build an intelligent program using models that simulate the 
 working of the neurons in the human brain. The key element of the network is structure of 
 the information processing system. ANN process information in a similar way the human 
 brain  does.  The  network  is  composed  of  a  large  number  of  highly  interconnected 
 processing elements (neurons) working in parallel to solve a specific problem. 


2.1.1   ANN Architecture 


Neural  computing  is  a  mathematical  model  inspired  by  the  biological  model.  This 
computing system is made up of a number of artificial neurons and huge number of inter 
connections  among  them.  According  to  the  structure of  connections,  different  classes  of 
neural network architecture can be identified as below. 
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  Feed Forward Neural Network 


In  feed  forward  neural  network,  the  neurons  are  organized  in  the  form  of  layers.  The 
 neurons in a layer receive input from the previous layer and feed their output to the next 
 layer. Network connections to the same or previous layers are not allowed. Here, the data 
 goes from input to output nodes in strictly feed forward way. There is  no feedback (back 
 loops) that is the output of any layer does not affect the same layer. 


  Feedback Neural Network  


These  networks can have signals traveling  in  both directions  by  introduction of  loops  in 
 the  network. These  are  very  powerful  and  at times  get  extremely  complicated. They  are 
 dynamic and their state changes continuously until they reach an equilibrium point.  


2.1.2   Paradigms of Learning 


Ability  to  learn  and  generalize  from  a  set  of  training  data  is  one  of  the  most  powerful 
 features  of  ANN.  The  learning  situations  in  neural  networks  may  be  classified  into  two 
 types. These are supervised and unsupervised learning.  


  Supervised Learning or Associative Learning 


In supervised or associative learning, the network is trained by providing input and output 
 patterns. These input-output pairs can be provided by an external teacher or by the system 
 which  contains  the  network.  A  comparison  is  made  between  the  network’s  computed 
 output  and  the  corrected  expected  output,  to  determine  the  error.  The  error  can  then  be 
 used to change network parameters, which results in the improvement of performance. 


  Unsupervised or Self organization Learning  


Here the target output is not presented to the network. There is no teacher to present the 
 desired patterns and therefore the system learns on its own by discovering and adapting to 
 structural features in the input patterns.  


2.1.3   Activation Functions 


An  activation  function  is  a  function  which  acts  upon the  net  (input) to  get the output  of 
the network.  
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The  activation  function  acts  as  a  squashing  function,  such  that  the  output  of  the  neural 
 network  lies between certain values (usually 0 and 1, or -1 and 1).  


In this investigation, we have used unipolar sigmoid and tangent hyperbolic activation 
 functions  only,  which  are  continuously  differentiable.  The  output  of  uniploar  sigmoid 
 function lies in [0, 1]. The output of bipolar and tangent hyperbolic activation function lies 
 between -1 to 1.   


For  example,   
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   is  the  unipolar  sigmoid  activation  function  and  by  taking 
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  we derive the derivatives of the above sigmoid function below.  This will  be used in 
 the subsequent chapters. 
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The tangent hyperbolic activation function is defined as 
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The derivatives of the above tangent hyperbolic activation function may be formed as 
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2.1.4   ANN Learning Rules 


Learning  is  the  most  important  characteristic  of  the  ANN  model.  Every  neural  network 
possesses  knowledge  which  is  contained  in  the  values  of  the  connection  weights.  
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Modifying  the  knowledge  stored  in  the  network  as  a  function  of  experience  implies  a 
 learning rule for changing the values of the weights. 


There are various types of learning rules for ANN [32, 34] such as 


  Hebbian learning rule 


  Perceptron learning rule 


  Error back propagation or  Delta learning rule 


  Widrow- Hoff learning rule 


  Winner- Take learning rule etc.  


We  have  used  error  back  propagation  learning  algorithm  to  train  the  neural  network  in 
 this thesis. 


  Error Back Propagation Learning Algorithm or Delta Learning Rule 


Error  propagation  learning  algorithm  has  been  introduced  by  Rumelhart  et  al.  [27]. It  is 
 also  known  as  Delta  learning  rule  [32]  and  is  one  of  the  most  commonly  used  learning 
 rule. It is valid for continuous activation function and  is used  in supervised/unsupervised 
 training method. 


The  simple  perceptron  can  handle  linearly  separable  or  linearly  independent 
 problems. Taking the partial derivative of error of the network with respect to each of its 
 weights, we can know the flow of error direction in the network. If we take the negative 
 derivative  and  then  proceed  to  add  it  to  the  weights,  the  error  will  decrease  until  it 
 approaches  local  minima.  Then  we  have  to  add  a  negative  value  to  the  weight  or  the 
 reverse if the derivative is negative. Because of these partial derivatives and then applying 
 them to  each of the weights, starting  from the output layer to  hidden  layer weights, then 
 the  hidden  layer  to  input  layer  weights,  this  algorithm  is  called  the  back  propagation 
 algorithm. 


The training of the network involves feeding samples as input vectors, calculation of 
the  error of  the output  layer,  and then  adjusting  the  weights  of the  network to  minimize 
the error. The average of all the squared errors E for the outputs is computed to make the 
derivative simpler. After the error is computed, the weights can be updated one by one. In 
the batched mode the descent depends on the gradient ∇E  for the training of the network. 
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Figure 2.1:  Architecture of multi layer feed forward neural network 


Let us consider a multi layer neural architecture containing one input node x, three nodes 
 in  the  hidden  layeryj,  j1,2,3 and  one  output  node o.  Now  by  applying  feed  forward 
 recall  with  error  back  propagation  learning  for  above  model  (Figure  2.1)  we  have  the 
 following algorithm [32] 


Step1:  Initialize the weights W from input to hidden layer and  V  form hidden to output  
       layer. Choose the learning parameter  (lies between 0, 1) and error Emax. 


      Next, initially error is taken as E=0. 


Step 2:  Training steps start here  


       Outputs of the hidden layer and output layer are computed as below 
        yj f(wjx),      j1,2,3


       ok f(vky),


       k1


       where wj is   jth  row of  W  for  j=1,2,3 


      vk is kth  row of  V  for  k=1  and   f   is the activation function. 


Step 3:  Error value is computed as 
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      Here,  dk   is the desired output, ok  is output of ANN.
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Step 4: The error signal terms of the output and hidden layer are computed as 
       ok [(dkok)f(vky)]         (Error signal of output layer) 


      yj [(1yj)f(wjx)]okvkj   (Error signal of hidden layer) 
        where ok f(vky), j 1,2,3  andk1. 


Step 5:  Compute components of error gradient vectors as 
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for  j=1,2,3  and  i=1.  (For the particular ANN model Figure 2.1) 
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for  j=1,2,3  and  k=1.   (For Figure 2.1) 


Step 6:  Weights are modified using gradient descent method from input to hidden and  
       from hidden to output layer as 
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       where is learning parameter, n is iteration step and E is the error function.  


Step 7:  If E Em ax terminate the training session otherwise go to step 2 with E0 and  
       initiate the new training. 


The  generalized  delta  learning  rule  propagates the  error  back  by  one  layer,  allowing  the 
 same process to be repeated for every layer. 


Next,  we  describe  general  formulation  of  Ordinary  Differential  Equations  (ODEs)  using 
multilayer  Neural  Network.  In  particular  the  formulations  of nth  order  initial  value 
problems, second and fourth order boundary value problems, system of first order ODEs 
and computation of the gradient of the network parameters are incorporated. 
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2.2   Ordinary Differential Equations (ODEs) 


2.2.1   General Formulation for Ordinary Differential Equations (ODEs) 
       Based on ANN 


In  recent  years,  several  methods  have  been  proposed  to  solve  ordinary  as  well  as  partial 
 differential  equations.  First,  we  consider  a  general  form  of  differential  equation  which 
 represents ODEs [43] 
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G n     xD  R         (2.3) 


Where G  is  the  function  which  defines  the  structure  of  differential  equation, y(x)
 denotes  the  solution,  is  differential  operator  and  D is  the  discretized  domain  over 
 finite  set  of  points.  One  may  note  that xDR for  ordinary  differential  equations.  Let


)
 ,
 (x p


yt denote the  ANN  trial  solution  for  ODEs  with  adjustable  parameters p  (weights 
 and biases) and then the above general differential equation changes to the form 


       G(x,yt(x,p),yt(x,p),2yt(x, p),...nyt(x, p)) 0       (2.4) 
 In  the  following  paragraph  we  now  discuss  the  ordinary  differential  equation 
 formulation.  The  trial solution  (for ODEs) yt(x,p) of  feed forward neural  network with 
 input x and parameters p may be written in the form [43] 


      yt(x,p) A(x)F(x,N(x,p))      (2.5)      
 where A(x) satisfies  initial  or  boundary  condition  and  contains  no  adjustable 


parameters,  where  as N(x,p)  is  the  output  of  feed  forward  neural  network  with  the 
 parameters pand  input  data x. The  second  termF(x,N(x,p)) makes  no  contribution  to 
 initial  or  boundary  conditions  but  this  is  output  of  the    neural  network    model  whose 
 weights  and  biases  are  adjusted  to  minimize  the  error  function  to  obtain  the  final  ANN 
 solutionyt(x,p). It may be noted that in the training method, we start with given weights 
 and biases and train the model to modify the weights in the given domain of the problem. 


In this procedure our aim  is to minimize the error function.  Accordingly,  we include the 
formulation of error function for initial value problems below. 
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