

  
    
            
        
      
      
        
          
        

        
          
            
          
        
        
          
            
              
                
              
            

            
              
                
                  Recently Searched
                

              

                
                  
                      
                      
                        
                      
                  

                
              
                No results found
              

            

          

          
            
              

                
              
            

            
              
                Tags
              

              
                
                  
                      
                  
                
              

              
                

              

              
                No results found
              

            

          

          
            
              
                
              
            

            
              
                Document
              

              
                
                  
                      
                  
                
              

              
                

              

              
                No results found
              

            

          

        

      

    

    
      
        
          
        
      
              

                        
  
  

                
            
            
        
        English
                        
          
            
            
              
                Home
                
                  
                
              
              
                Schools
                
                  
                
              
              
                Topics
                
                  
                
              
            

          

        


        
          Log in
        
        
        
        
        
          

  





  
    
      
      	
            
              
              
            
            Delete
          
	
            
              
              
            
          
	
            
              
                
              
              
            
          
	
          

        
	No results found


      
        
          
        
      
    

  







  
      
  
    
    	
                                    
              Home
            
            




	
                          
                
              
                        
              Other
            
            


      
                  where Lis the likelihood function ofθ based on the random sample
      

      
        
          
            
              
                
              
            
            
            
              
                Share "where Lis the likelihood function ofθ based on the random sample"

                
                  
                    
                  
                  
                    
                  
                  
                    
                  
                  
                    
                  
                

                
                  

                  
                    COPY
                  
                

              

            

          

          
            
              

                
              
            
          

        

      

    

    
      
        
          
            
              
            
                          
                N/A
              
                      


          
            
              
            
                          
                N/A
              
                      

        

        
                      
              
                
              
                               Protected
                          

                    
            
              
            
            
              Academic year: 
                2022
              
            

          

        

        
          
            
            
                
                    
                
                Info
                
                

            
            

            

                        
  

                
        Download
          
              

          
            
              
                
                Protected

              

              
                
                
                  Academic year: 2022
                

              

            

            
              
                
                  
                
                
                
                  
                    Share "where Lis the likelihood function ofθ based on the random sample"

                    
                      
                        
                      
                      
                        
                      
                      
                        
                      
                      
                        
                      
                    

                    
                      

                      
                        
                      
                    

                    Copied!

                  

                

              

              
                
                  
                
              

            

            
              
                
                30
              

              
                
                0
              

              
                
                0
              

            

          

        

      

      
        
                              
            
            30
          

          
            
            0
          

          
            
            0
          

        

      

    

  



  
        
                    
  
    
    
      
        Loading....
        (view fulltext now)
      

      
        
      

      
      

    

  




  
      

                    Show more (   Page )
        
  


  
      

                    Download now ( 30 Page )
      



      
            
  
    Full text

    
      (1)Saurav De


Department of Statistics
Presidency University



(2)One Parameter Exponential Family (OPEF)


Suppose, based on a random sample of size n the joint pmf (or pdf) can
 be expressed as pθ(x) = exp [Q(θ)T(x) +c(θ) +D(x)] , θ, real valued.


Assumptions:


1. The first two derivatives of Q(θ) andc(θ) exist and are continuous.


2. I(θ) =Eθ


∂


∂θlogL2


exists and is positive.


where Lis the likelihood function ofθ based on the random sample.


Then P ={pθ(x) :θ∈Ω} is called OPEF.



(3)Check that EθT(X) =−Qc00(θ)(θ)


Hint. Herepθ(x) = exp [Q(θ)T(x) +c(θ) +D(x)]


Eθ(Q0(θ)T(X) +c0(θ)) =
 Z


Q0(θ)T(x) +c0(θ) pθ(x)d(x)


=
 Z ∂


∂θ {exp [Q(θ)T(x) +c(θ) +D(x)]}d(x)


= ∂


∂θ
 Z


pθ(x)d(x) as
 Z


and ∂


∂θ interchangeable


= ∂


∂θ(1) = 0


=⇒ EθT(X) =−Qc00(θ)(θ)



(4)VθT(X) =nQ00(θ)c0(θ)


Q0(θ) −c00(θ)o


1
 (Q0(θ)2).
 Hint. ∂θ∂22


R pθ(x)d(x) = ∂θ∂22(1) = 0
 OrR ∂


∂θ


∂


∂θpθ(x)d(x) = 0 (as R


and ∂θ∂22 are interchangeable)


=⇒
 Z ∂


∂θ


Q0(θ)T(x) +c0(θ) pθ(x)d(x) = 0


⇔
 Z


(Q00(θ)T(x) +c00(θ))pθ(x)d(x) + (Q0(θ)T(x) +c0(θ))2pθ(x)d(x) = 0



(5)Or


Eθ[Q00(θ)T(X) +c00(θ)] +Eθ[Q0(θ)T(x) +c0(θ)]2 = 0
 Or


Q00(θ)Eθ(T(X)) +c00(θ) + (Q0(θ))2Eθ





T(X)−
 


−c0(θ)
 Q0(θ)


2


= 0
 Note that 2nd term in LHS = (Q0(θ))2Vθ(T(X)).


Hence getVθ(T(X)).



(6)The likelihood equation for the probability model under OPEF is


∂


∂θlnL=c0(θ) +Q0(θ)T(x) = 0
 OrT(x) =−Qc00(θ)(θ).


Note. In particular forn= 1 the pmf or pdf fθ(x)∈ OPEF if
 fθ(x) = exp [Q(θ)T∗(x) +ψ(θ) +h(x)] , θ∈Ω(⊆ R)
 satisfying the abovementioned assumptions. Then


EθT∗(X) =−ψ0(θ)
Q0(θ)



(7)With this form of common density the joint pdf of n independent random
 sample observations will be naturally


pθ(x) = exp


"


Q(θ)


n


X


i=1


T∗(xi) +nψ(θ) +


n


X


i=1


h(xi)


#


Without loss of generality, it can be expressed as


pθ(x) = exp [Q(θ)T(x) +c(θ) +D(x)]


with T(x) =


n


X


i=1


T∗(xi) , c(θ) =nψ(θ) andD(x) =


n


X


i=1


h(xi)
Clearly pθ(x)∈OPEF.



(8)Result. The method of moments and the method of maximum likelihood
 agree each other for OPEF distributions.


Let the common pdf(or pmf): fθ(x) = exp [Q(θ)T∗(x) +ψ(θ) +h(x)] ∈
 OPEF. Then, based on a random sample of sizen the loglikelihood
 function : lx(θ) =Q(θ)


n


X


i=1


T∗(xi) +nψ(θ) +D(x).


Now


d


dθlx(θ) = 0 ⇒ ψQ00(θ)(θ) =−


n


X


i=1
 T∗(xi)


n ⇒ EθT∗(X) =


n


X


i=1
 T∗(Xi)


n . . .(∗)
But (∗) is the moment equation with respect to the random variable
T∗(X).Hence proved.



(9)Result. For any distribution in OPEF


(i) any solution of the likelihood equation provides a maximum of
 likelihood function.


(ii) a solution of likelihood equation, if exists, is unique.


(i) and (ii) =⇒ the solution of the likelihood equation is unique MLE.


Proof. (i) Let ˜θ be a solution of the likelihood equation. Then
 c0(˜θ) +Q0(˜θ)T(x) = 0 =⇒ −c0(˜θ)


Q0(˜θ) =T(x)



(10)Now −I(θ) =E
 ∂2


∂θ2lx(θ)
 


=c00(θ) +Q00(θ)E(T(X)) < 0 ∀θ as
 I(θ) > 0.


=⇒ c00(θ)−Q00(θ)Qc00(θ)(θ) < 0 ∀θ
 But ∂θ∂22lx(θ)|θ=˜θ =c00(˜θ)−Q00(˜θ)c0(˜θ)


Q0(˜θ).


=⇒ ∂θ∂22lx(θ)|θ=˜θ<0


So ˜θ maximises the likelihood function ofθ.



(11)(ii) If possible suppose ∃ another solution θ˜˜of the likelihood equation.


(i) =⇒ θ˜˜also maximises the likelihood function, like ˜θ.


=⇒ ∃ another solution of the likelihood equation in between ˜θandθ˜˜
 which minimises the likelihood function.


=⇒ contradiction to (i). Hence our supposition is wrong. In other words
the solution of the likelihood equation, if exists, is only one i.e. unique.



(12)Notes.


1. • We know for OPEF distributions,T(X) is the complete sufficient
 statistic.


• Also here the MLE is the unique solution of T(x) =−Qc00(θ)(θ).


=⇒ the MLE and the complete sufficient statistic T(X) are in 1 : 1
 relation.


But we know by Rao-Blackwell-Lehmann-Scheffe Theorem that
 MVUE is a function of complete sufficient statistic.


=⇒ under OPEF the MVUE can be obtained from the MLE just by
bias correction.



(13)2. We get ∂θ∂22logL|θ˜=−I(˜θ) under OPEF


=⇒ I(θ) =−∂θ∂22logL|θ=θ˜


This helps evaluate I(θ) avoiding mathematical expectation. In fact
 the equivalence of the moment equation and the likelihood equation
 under OPEF is responsible for this.


We illustrate this interesting matter through the next example.



(14)Ex. X1, . . . ,Xniid∼N(0, θ)


logL= const −n


2logθ− 1
 2θ


Xxi2


∂


∂θ logL= 0 =⇒ −n
 2θ+


Xxi2


2θ2 = 0 =⇒ θ˜= 1
 n


Xxi2


where ˜θis the unique MLE ofθ.


∂2


∂θ2 logL = n
 2θ2 −


Xxi2
 θ3 = n


θ3






 θ
 2−


Xxi2
 n








= n


θ3
 θ


2 −θ˜
 


=⇒ I(θ) =−∂2 logL| =−n θ


−θ


= n .



(15)3. Let ∃an unbiased estimatorT(X) of g(θ) with variance attaining
 CRLB. Thenpθ(x) is of the exponential form and


∂


∂θ logL=k(θ)(T(X)−g(θ))


=⇒ the unique MLE of g(θ) is T(X).


4. Our discussion can straightway be extended to Multi-parameter
Exponential Family (MPEF). The results are very much similar to
those obtained under OPEF. For detailed study consult A First
Course on Parametric InferencebyB. K. Kale.



(16)Power Series Distribution Family


Let X ∼discrete probability distribution with p.m.f. fθ of the form
 fθ(x) = axθx


g(θ) ifx = 0,1, . . .


= 0 Otherwise


where θ >0, ax is a positive real-valued function ofx andg(θ) is a
positive real-valued function of θ.Any discrete probability distribution of
this form is called Power Series Distribution. The corresponding family is
called Power Series Distribution family.



(17)As fθ(x) is a p.m.f. at the point x,
 X


x≥0


fθ(x) = 1 =⇒ g(θ) =X


x≥0


axθx , θ >0.Now


E(X) = X


x≥1


xaxθx
 g(θ)


= θX


x≥1


xaxθx−1
 g(θ)


= θ


g(θ)
 X


x≥0


∂


∂θ{axθx}


= θ


g(θ)


∂


∂θ
 X


x≥0


axθx



(18)= θ
 g(θ)


∂


∂θg(θ)


= θ ∂


∂θlng(θ)


IfX1, . . . ,Xn ben random observations on X using method of moments
 we get the moment equation


E(X) =x, sample mean
 Or


θ ∂


∂θlng(θ) =x . . . (∗)



(19)On the other hand the likelihood function of θis


L(θ) =
 (


n


Y


i=1


axi)θ


n


X


i=1
 xi


(g(θ))n
 This implies the loglikelihood function of θ is


`(θ) = const +


n


X


i=1


xilnθ−nlng(θ)
 Now


∂


∂θ`(θ) =


n


X


i=1


xi


θ −n 1


g(θ)


∂


∂θg(θ)



(20)Or ∂


∂θ`(θ) =nx
 θ −n ∂


∂θ lng(θ)
 Hence the likelihood equation is


∂


∂θ`(θ) = 0 ⇐⇒ x
 θ = ∂


∂θ lng(θ) . . . (∗∗)


(∗) and (∗∗) are same, =⇒ the method of moments and the method of
maximum likelihood coincide for power series distribution.



(21)Note. Depending on the choices ofax , θ andg(θ) functions, we get a
 family of power series distributions.


One of the well-known members of this family is Bernoulli distribution [for
 the choice ax = 1 for x = 0,1 , θ= 1−pp andg(θ) = (1−p)−1= (1 +θ)].


For this distribution


lng(θ) = ln(1 +θ) =⇒ ∂θ∂ lng(θ) = (1 +θ)−1= (1−p)



(22)Hence the likelihood equation θ∂θ∂ lng(θ) =x becomes
 p


1−p (1−p) =x ⇐⇒ p =x


This is also the solution of the likelihood as well as moment equation. In
 fact ˆp =X is the MLE as well as the MME (Method of Moment


Estimator) of p under Bernoulli(p) distribution.


Similarly Poisson(λ) distribution is another member with the choice
 ax = x!1 , θ=λand g(θ) = exp[θ].


Here also we can verify in the similar way thatX is the MLE as well as the
MME of λ.



(23)Polynomial Type Exponential Distribution and MLE


A random variable X has polynomial type exponential distribution if its
 density is defined as


fθ(x) = exp[−


m


X


i=0


θixi] ; x >0


where the exponent is a polynomial in x of degree at the mostm and any
 one parameter say θ0 is a function of the remaining parameters.


As


R exp[−θ0−θ1x−θ2x2−. . .−θmxm]dx = 1 =⇒exp[θ0] =R
 exp[−


m


X


i=1


θixi]



(24)Then the rth population raw moment is
 µ0r =E(Xr) =


Z


xr exp[−


m


X


i=0


θixi]dx , r = 1,2, . . .


= exp[−θ0]
 Z ∂


∂θr


exp[−


m


X


i=1


θixi]dx


=
 Z


exp[−


m


X


i=1


θixi]dx


!−1


∂


∂θr


Z


exp[−


m


X


i=1


θixi]dx


= ∂


∂θr


ln
 Z


exp[−


m


X


i=1


θixi]dx = ∂


∂θr


exp[θ0]



(25)Let X1, . . . ,Xn be drawn from above distribution. Then using Method of
 Moments m moment equations are


µ0r =m0r = 1
 n


n


X


α=1


xαr


!


, r = 1,2, . . . ,m
 That is


∂


∂θr ln
 Z


exp[−


m


X


i=1


θixi]dx =m0r , r = 1,2, . . . ,m . . . (∗)
 On the other hand the likelihood function of θ= (θ1, . . . , θm) is


L(θ) = exp{−nθ0}exp
 (


−


m


X


i=1


θi
 n


X


α=1


xαi
 )


Or


L(θ) = exp{−nθ0}exp
 (


−n


m


X


i=1


θim0i
)



(26)Now


∂


∂θrL(θ) = −n ∂


∂θr(θ0) exp{−nθ0}exp
 (


−n


m


X


i=1


θim0i
 )


−n m0rexp{−nθ0}exp
 (


−n


m


X


i=1


θim0i
 )


∂


∂θrL(θ) =n


−∂θ∂


r(θ0)− mr0


exp{−nθ0}exp
 (


−n


m


X


i=1


θimi0
 )


r =
 1,2, . . . ,m


Or ∂θ∂


rL(θ) =
 n ∂θ∂


r lnR


exp[−


m


X


i=1


θixi]dx− m0r


!


exp{−nθ0}exp
 (


−n


m


X


i=1


θim0i
 )


r =
1,2, . . . ,m



(27)Hence the likelihood equations are


∂


∂θr


L(θ) = 0 r = 1,2, . . . ,m


⇐⇒


∂


∂θr


ln
 Z


exp[−


m


X


i=1


θixi]dx =m0r , r = 1,2, . . . ,m . . . (∗∗)


[as exp{−nθ0}exp
 (


−n


m


X


i=1


θim0i
 )


> 0.]


Since (∗) and (∗∗) are ientical, again for this distribution also the method
of moments and the method of maximum likelihood agree to each other.



(28)TRY YOURSELF !


M6. 1. letX1, . . . ,Xn independently follow negative binomial distribution
 with common pmf


f(x) =r+x−1 Cx(1−θ)rθx , x = 0,1, . . . ; 0≤θ≤1.


Show that the distribution ∈OPEF and hence find the MLE of θ.


Also get the Fisher’s Information for θ.



(29)TUTORIAL DISCUSSION :


Overview to the problems from MODULE 6. . .


M6. 1. Choosingax =r+x−1Cx andg(θ) = (1−θ)−r pmf of the given
 negative binomial distribution becomesf(x) = agx(θ)θx which is a power series
 distribution and hence ∈OPEF.


Also here θ∂θ∂ g(θ) = 1−θrθ .


So from the equationθ∂θ∂ g(θ) =x (which is moment as well as likelihood
 equation) we getθ= r+xx .


=⇒ MLE ofθ: X


r+X = ˜θ(say)



(30)Check that here the loglikelihood of θ is


`(θ) = Const +nrln(1−θ) +X
 xilnθ
 Then it is easy to verify that


− ∂2


∂θ2`(θ) = nr


(1−θ)2 +nx
 θ2


= nr
 θ2


 θ2


(1−θ)2 +x
 r
 


= nr
 θ2


"


θ2


(1−θ)2 + θ˜
 1−θ˜


#


So Fisher’s Information I(θ) =−∂θ∂22`(θ)|θ=θ˜ = θ(1−θ)nr 2 (on simplification)
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