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Abstract


Natural language processing (NLP) is the hypothetically motivated scope of
 computational strategies for representing and analyzing naturally occurring text
 at many levels of textual analysis for the goal of attaining automatic language
 processing system for multiple tasks and applications. One of the most import
 application of natural language processing from industry perspective is sentiment
 analysis.


Sentiment analysis is the most eminent branch of NLP because of its capability
 to classify any textual document to either as positive or negative polarity. With the
 proliferation of world wide web, huge textual unstructured data in form of tweets,
 messages, articles, social networking discussions, reviews of products and movies
 are available so as to extract right information from the large pool. Thus, a need
 is felt to analyze this data to bring out some hidden facts based on the intention of
 the author of the text. The intention can be either criticism(negative) of product
 and movie review or it can be admiration(positive). Although, The intention can
 vary from strongly positive to positive and strongly negative to negative.


This thesis completely focuses on classification of movie reviews in either as
positive or negative review using machine learning techniques like Support Vector
Machine(SVM), K-Nearest Neighbor(KNN) and Naive Bayes (NB) classifier. Fur-
ther, a N-gram Model has been proposed where the documents are classified based
on unigram, bigram and trigram composition of words in a sentence. Two dataset
are considered for this study; one is a labeled polarity dataset where each movie re-
view is either labeled as positive or negative and other one is IMDb movie reviews
dataset. Finally, the prediction accuracy of above mentioned machine learning al-
gorithms in different manipulations of same dataset is studied and a comparative
analysis has been made for critical examination.
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Chapter 1 Introduction


Natural language processing (NLP) is the investigation of scientific and computa-
 tional modelling of different parts of language and the advancement of an extensive
 variety of frameworks. These contain speech recognition frameworks that amalga-
 mate natural language and speech; agreeable interfaces to databases and learning
 bases that model parts of human-human association; multilingual interfaces; ma-
 chine interpretation; and message-understanding frameworks. Research in NLP is
 exceptionally interdisciplinary, including ideas in software engineering, etymology,
 rationale, and psychology. NLP has an extraordinary part in software engineer-
 ing on the grounds that numerous parts of the field manage semantic features of
 reckoning and NLP looks to model language computationally [1].


At the center of any NLP assignment, there is the critical issue of natural
language understanding. The methodology of building computer programs that
comprehend natural language includes three noteworthy issues: the first identifies
with the point of view, the second addresses to the representation and importance
of the phonetic info, and lastly the third and final one addresses to the world in-
formation. Therefore, a NLP framework may start at the word level to focus the
morphological structure, nature, (for example part-of-speech). Next, It proceeds
onward to the sentence level to focus the word request, language structure, im-
portance of the whole sentence, etc. and afterward to the setting and the general
environment or area. A given word or a sentence may have a particular importance
or essence in a given connection or space, and may be identified with numerous
different sentences and/or words in the given context.
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NLP is a vast research area and hence consist of different sub areas where
 stress is given on a particular issue. Some of the research area under NLP are
 listed below.


ˆ Sentiment analysis and opinion mining


ˆ Text Summarization


ˆ Text Categorization


ˆ Parts-Of-Speech(POS) tagging



1.1 Branches of Natural Language Processing


ˆ Sentiment Analysis: Sentiment mainly refers to emotions, feelings, atti-
 tude or opinion. With the proliferation of World Wide Web, Individuals
 tends to do everything on-line which include discussions on social media like
 twitter and Facebook, expressing views by writing blogs and ratings and
 reviews of movie or any item. The textual data over internet has grown to
 more than 20 billion pages. This huge text contains lot of information about
 a particular topic and needs to be examined to understand the response of
 individuals towards any item. Sentiment analysis is used to extract the po-
 larity of any textual data. Polarity can be positive, neutral and negative.


Product companies apply the concept of sentiment analysis to understand
 the standing of product in market and customer satisfaction by analyzing
 comments and reviews available on-line for their product. The result pro-
 vides great insights to understand customer needs and can help in taking
 future marketing decisions.


Figure 1.1: Sentiment analysis pictorial representation
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The diagram in figure 1.1 shows the complete process involved in sentiment
 analysis of issues or product. The process starts from searching the issue or
 product reviews on the web with the help of data collector. All the relevant
 data is captured and stored at a physical location or large databases for
 analysis. Stored data is fed to the polarity estimator which is applied in any
 classification algorithm or machine learning algorithm. These algorithms
 label each collected document from web in to either positive sentiment or
 negative sentiment. The results obtained and key performance index are
 forwarded to the appropriate authority for understanding.


Sentiment analysis is performed under three levels, namely sentence level,
 document level and aspect level [2].


– Sentence level: It aims at classifying each sentence at a time and
 finally aggregate the sentiments found in each sentence to estimate the
 sentiments present in a particular document.


– Document level: Classify the whole document at once, considering
 the polarity of all the words appeared in the document.


– Aspect level: This level of sentiment classification is more advanced
 than other two because it converges the sentiment classification to a
 particular aspect or attribute of any product.


ˆ Text Summarization: As the measure of textual information accessible
 electronically develops quickly because of proliferation in World wide web,
 it becomes more difficult for a client to adapt to all the contents that are
 important. Text summarization tools are hence becoming crucial in industry
 to convert large chunk of data in to smaller amount [3].


According to the definition of ”Summary” given by Radev [4] ,The three
 important principles are:


– One or more document can be summarized in to single document.


– Important data must be saved in summaries.
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– Summary should be less than 50 percent of the original text.


Following are the advantages of Text summarization:


– Summary decreases reading time.


– Summaries help in reducing the searching time of literatures.


– Summaries ameliorate efficiency of indexing.


ˆ Text Categorization: Text categorization is simply classifying any docu-
 ment in to a per-defined category. Web contains documents irrespective of
 class or category. Hence it becomes very difficult to identify the category
 of document in some cases. So, in order to sort the unstructured set of
 documents, an automated tool is required which can easily classify any doc-
 ument in to a pre-defined category. Different supervised and unsupervised
 machine learning techniques are utilized to anticipate the category of any
 document [5].


Figure 1.2: Data flow diagram for Text categorization


The figure 1.2 represents the process of classifying a document using su-
 pervised machine learning algorithm. Firstly, using labeled documents, the
 features are extracted and a model is trained for classification. This model
 is given any input document to classify, it then extracts the features and
 classify it in a pre-defined category.


ˆ Parts-of-speech Tagging: The tagger lives up to expectations via conse-
quently perceiving and helping its shortcomings, accordingly incrementally
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moving forward its execution. POS tagging is harder than simply having a
 database of words and their corresponding parts of speech, because many
 words can act as more than one part of speech at distinctive times. The
 tagger at first labels by allocating every word by its undoubtedly tag, es-
 timated by inspecting a substantial labeled corpus, irrespective of context.


This is not rare in natural languages. Most of the known word-forms are
 ambiguous. For example


– Sentence 1: Bait as Noun: You will need bait for fishing.


– Sentence 2: Bait as Verb: When you get an earthworm, it can be used
 to bait your hook.


Same word acting as noun in sentence 1 and verb in sentence 2. A naive
 tagger can simply ignore the context of the word and can mark the word
 Bait as either noun or verb in both sentences depending on the corpus. So,
 automatic detection of such ambiguous nature of parts-of-speech tagging
 invites further research in natural language processing.



1.2 Dataset used for classification of documents


ˆ IMDb Dataset [6]: This Dataset consist of 50,000 movie reviews out of
 which 25,000 reviews are given for training and rest for testing of model. This
 dataset is a labeled dataset and hence the training set is equally divided in
 to positive and negative reviews i.e it contains 12500 documents marked as
 positive and 12500 documents are marked as negative.


ˆ Polarity Dataset [7]: This dataset is also a labeled dataset and contains
 1000 positive reviews and 1000 negative marked sentiment reviews.



1.3 Problem Definition


For classification of any message in to either positive or negative sentiment in a
message presenting mixed emotions, the stronger sentiment should be chosen as
polarity for that message.
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1.4 Motivation


In recent years, there has been an enduring increment in enthusiasm from brands,
 organizations and analysts in the region of opinion investigation and its application
 to business examination. The business world today, just like the case in numerous
 information investigation streams, are searching for business understanding for
 future development. In relation to sentiment analysis, insights into consumer
 behavior, what customer’s want, what are customer’s likes and dislike about any
 product, what their buying signals are, what their decision process look like etc are
 important for companies to take business decision easily. Understanding behavior
 of customers is an important business strategy of any company. This business need
 is of great motivation to research in sentiment analysis and comes up with high
 and improved accuracy in prediction using various machine learning techniques.



1.5 Thesis Organization


ˆ Chapter-2: This chapter summarizes the existed work done in sentiment
 analysis along with different dataset, tools and techniques used for analysis
 in different literatures.


ˆ Chapter-3: In this chapter different machine learning techniques like sup-
 port vector machine, k-nearest neighbor classifier and naive Bayes classifier
 are implemented and tested across both dataset and results are compared
 with results available in literature for critical examination.


ˆ Chapter-4: This chapter illustrates the proposed N-gram model for classi-
fication of sentimental reviews using machine learning techniques. Results
are compared with existing results available in literature for critical exami-
nation.
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Chapter 2



Literature Survey



2.1 Phase-Wise Evolution of Natural Language Processing Concept


ˆ Phase 1: This phase begins from late 1940s and continued up to initial years
 of 1960s and concentrated basically in Machine Translation (MT). During
 this phase, remarkable measure of work was studied in USSR, Europe ,USA
 and Japan also. Accordingly the language considered for examination in
 this period are essentially English and Russian [8]. Sentence structure is
 essentially the territory of exploration in this period as syntactic handling
 was clearly vital, and partly through implied or unequivocal support of the
 thought of linguistic syntax driven processing. In spite of the fact that amid
 this period utilization of PCs for linguistic and literary study had started,
 but much computation work not carried out on natural language processing.


ˆ Phase 2: This phase begins from late 1960s to end of 1970s and the work for
 the most part concentrates on utilization of articial intelligence(AI) in natu-
 ral language processing, with significantly higher emphasis on word learning
 and on its usage in the development and control of semantic understanding.


AI is specifically used during this period for development. In late 1960s, the
 predominant hypothesis of phonetic is transformational punctuation, which
 gives the semantic data about NLP.


ˆ Phase 3: This phase essentially concerned to the time of late 1970s to late
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1980s. This phase can be portrayed as grammaticological phase. The pre-
 requisite of improvement of syntactic hypothesis and development towards
 joining of logic in representation of logic and thinking activated amid 70s.


In the middle of this phase, planned endeavors made to convert the avail-
 able dictionary to machine understandable structure which further aides in
 content approval and manipulating lexical data.


ˆ Phase 4: The last phase is from late 1980s onward. Amid this stage, the
 principle territory of examination is based on computational data process-
 ing. The recognition of linguistic events and examples in the huge available
 language resources for both semantic and syntactic investigation is the main
 attraction in this phase. The present consideration on vocabulary, recovering
 measurable data, and restore enthusiasm for MT.



2.2 Sentiment Analysis: Tools and Techniques


Pang et.al., have considered sentiment classification taking into account classifi-
 cation perspective with positive and negative sentiments [9]. They have embraced
 the examination with three different machine learning calculations i.e., Support
 Vector machine, Maximum Entropy and Naive Bayes classification are being con-
 nected over the n-gram techniques.


Turney presents unsupervised calculation to order survey as either prescribed
 i.e., Thumbs up or Thumbs down [10].The creator has utilized Part of Speech
 (POS) tagger to distinguish phrases which contain modifiers or intensifiers.


Dave et. al. had utilized organized survey for testing and training, recognizing
 features and score strategies to figure out if the reviews are of positive or negative
 extremity [11]. They have utilized the idea of classifier to arrange the sentences
 retrived from web search through search crawlers using name of the product as a
 search quety in crawler program.


Pang and Lee mark sentences in the report as subjective or goal [12]. They have
connected machine learning classifier to the subjective gathering, which avoids po-
larity classification from considering pointless and misdirecting information. They
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have investigated extraction of strategies on the premise of minimum cut.


Whitelaw et. al. have introduced a sentiment classification technique on the
 basis of analysis and extraction of appraisal groups [13]. Evaluation group corre-
 sponds to an arrangement of attribute values in semantic classification.


Liet. al. have proposed different semi-supervised strategies to tackle the issue
 of deficiency of marked information for sentiment classification [14] . They utilized
 sampling technique to manage the issue of sentiment classication i.e., imbalance
 problem.


Wang and Wang have proposed a variance mean based feature filtering method
 that reduces the feature for representational phrase of text classification [15]. The
 performance of the method was observed to be quite comparitive as it only con-
 sidered the best feature and also the computation time got decreased as incoming
 text was classified automatically.


The table 2.1 provides a comparative study of approaches used by different
authors.
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Table 2.1: Comparison of Sentiment techniques literature


Authors Approach Algorithm Used Obtained result Dataset used


Pang et.al [9] Classify the dataset
 using machine learn-
 ing techniques and n-
 gram model


Naive Baye (NB), Max-
 imum Entropy (ME),
 Support Vector Machine
 (SVM)


Unigram: SVM


(82.9), Bigram: ME
 (77.4), Unigram
 + Bigram : SVM
 (82.7)


Internet Movie
 Database (IMDb)


Turney [10] Semantic orientation
 (SO) of phrases cal-
 culated and classifica-
 tion done on average
 SO


Unsupervised learning
 algorithm and Point
 wise Mutual Informa-
 tion and Information
 Retrieval (PMI-IR)


Accuracy for
 dataset Automo-
 biles : 84, Banks :
 80, Movie : 65.83,
 Travel destinations
 : 70.53


410 reviews from
 Epinions


Dave et.al [11] information retrieval
 techniques used for
 feature retrieval and
 result of various met-
 rics are tested


SV Mlite, Machine
 learning using Rainbow,
 Naive Bayes


Naive Bayes : 87.0
 (t=2.486)


Dataset from Cnet
 and Amazon site


Pang
 et.al. [12]


Text categorization
 technique applied to
 subjective portion of
 text that obtained
 using minimum cut in
 graph technique


Naive Bayes (NB),
 Support Vector Machine
 (SVM)


NB: 86.4 , SVM:


86.15


5000 sentences from
 plot summaries avail-
 able from the Inter-
 net Movie Database
 (www.imdb.com)


Casey
 Whitelaw
 et.al. [13]


Semi-automated
 methods were used
 to build a lexicon of
 appraising adjectives
 and classification
 done on obtained list


Appraisal Group by At-
 titude and Orientation
 and Force, Bag of Words


Standard bag-
 of-words (BOW)
 classification :


87.6, BOW +


appraisal group
 classification: 90.2


1000 positive and
 1000 negative reviews,
 taken from the IMDb
 movie review archives.


Shoushan li
 et.al [14]


Under sampling tech-
 nique used to handle
 the imbalance in sen-
 timent classification


Semi-supervised Learn-
 ing with Dynamic Sub-
 space Generation and
 Semi-supervised Learn-
 ing for Imbalanced Sen-
 timent Classification


NA 1,000 positive and


1,000 negative doc-
 uments on four
 domains available
 aaaaat multi-domain
 sentiment dataset
 v2.0.


Yi Wang et.al
 [15]


Variance mean based
 feature method fro
 text classification


General SVM classifier
 SV Mlite, Predefined
 Feature Count (PFC),
 Mladenic Vector Size
 (MVS)


F1 value MVS
 Strategy: 0.9339,
 PFC Strategy :
 0.866


Chinese text classifi-
cation corpus
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Chapter 3



Classification of Sentimental Reviews



3.1 Introduction


Sentiment mainly refers to feelings, emotions, opinion or attitude [16]. With
 the rapid increase of world wide web, people often express their sentiments over
 internet through social media, blogs, rating and reviews. Due to this increase in
 the textual data, companies feel the need to analyze this text and calculate the
 insights for business. Business owners and advertising companies often employ
 sentiment analysis to discover new business strategies and advertising campaign.


Machine leaning algorithms are used to classify and predict whether a docu-
 ment represents positive or negative sentiment. Supervised and unsupervised are
 two categories of Machine learning algorithm. Supervised algorithm uses a labeled
 dataset where each document of training set is labeled with appropriate sentiment.


Whereas, unsupervised learning include unlabeled dataset [17]. Unsupervised al-
 gorithm are more complex and require additional clustering algorithm in initial
 phase of implementation. This study mainly concerns with supervised learning
 techniques on a labeled dataset.


Sentiment analysis can be exercised on three levels namely document level,
aspect level andsentence level [18]. Document Level sentiment classification aims
at classifying the entire document or topic as positive or negative. In Sentence
level classification of sentiments, the polarity of individual sentence of a document
whereas aspect level sentiment classification first identifies the different aspects of
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a corpus and then for each document, the polarity is calculated with respect to
 all obtained aspects.


In this work, an attempt has been made to transform the textual movie reviews
 in to numerical matrix where each column represents the identified features and
 each row represents a particular review. This matrix is given input to machine
 learning algorithm in order to train the model. This model is then tested and
 different performance parameters are calculated. Finally a comparative table is
 shown which compares the results obtained in this study with the results of other
 researchers.



3.2 Methodology


Two different approaches of sentiment classification are often used i.e. binary clas-
 sification of sentiments and multi-class classification of sentiments [19]. In binary
 sentiment classification each document or review of the corpus is classified in to two
 classes (positive, negative). Whereas, in multi-class sentiment classification, each
 review can be classified in more than two classes. Strong sentiment can further be
 classified in to strong positive and weak positive sentiment. Negative sentiment
 can also be further classified in to strong negative and weak negative sentiment.


Just to add more complexity to problem, another category of sentiment is consid-
 ered called neutral sentiment or no sentiment. Generally, the binary classification
 is useful when two products need to be compared. In this study, implementation
 is done with respect to binary sentiment classification.


The repository of movie reviews is stored in unstructured textual format. This
 unstructured data need to be converted in to meaningful data for machine learn-
 ing algorithms. The processing of unstructured data includes removal of vague
 information, removal of unnecessary blank spaces. This processed data is required
 to be converted in to numerical vectors where each vector corresponds to a re-
 view and entries of each vector represent the presence of feature in that particular
 review.


The vectorization of textual data in to numerical vector is done using following
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methodologies.


ˆ CountVectorizer: Based on the frequency of a feature in the review, a
 sparse matrix is created [20].


ˆ Term Frequency - Inverse Document frequency (TF-IDF): The TF-
 IDF score is helpful in balancing the weight between most frequent or general
 words and less commonly used words. Term frequency calculates the fre-
 quency of each token in the review but this frequency is offset by frequency
 of that token in the whole corpus [20]. TF-IDF value shows the importance
 of a token to a document in the corpora.


Calculation of TF-IDF value: Suppose a movie review contains 100
 words wherein the word Awesome shows up 5 times. The term frequency
 (i.e., TF) for Awesome can be calculated as (5 / 100) = 0.05. Again if we
 assume that there are 1 million reviews in the corpus and the wordAwesome
 shows up 1000 times in whole corpus. The inverse document frequency (i.e.,
 IDF) is computed as log(1,000,000 / 1,000) = 3. Thus, the TF-IDF value is
 calculated as: 0.05 * 3 = 0.15.


The supervised machine learning algorithm is applicable where the labeled
 dataset is available. The dataset used in this study is labeled dataset and each
 review in the corpus is either labeled as positive or negative. The description of
 different machine learning algorithms implemented in this work is as follows:


1. Naive Bayes (NB): It is a probabilistic classifier that uses the properties of
 Bayes theorem assuming the strong independence between the features [21].


Despite the naive design of this classifier, it still manages to perform well in
 many situations. One of the advantage of this classifier is that it demands
 very little measure of training data to calculate the parameters for prediction.


Instead of calculating the complete covariance matrix only variance of the
feature is required to be computed because of independence of features.
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For a given textual review d and for a class c (positive, negative), the con-
 ditional probability for each class given a review is P(c|d) . According to
 Bayes theorem this quantity can be computed by equation 3.1


P(c|d) = P(d|c)∗P(c)


P(d) (3.1)


To further compute the term P(d|c), it is decomposed by assuming that if
 the d’s class is known, thenfi’s are conditionally independent. This decom-
 position of P(d|c) is expressed in equation 3.2


PN B(c|d) = P(c)(Qm


i=1P(fi)|c)ni(d))


P(d) (3.2)


2. Support Vector Machine (SVM): SVM is a non-probabilistic binary
 linear classifier. In this study, SVM model interprets each review in vector-
 ized form as a data point in the space. This method is used to analyze the
 complete vectorized data and training of SVM model facilitates to find a hy-
 perplane which is represented byw~ in equation 3.3. The set of textual data
 vectors are said to be optimally distinguished by hyperplane only when it is
 separated with least possible error and the distance between closest points
 of each class and hyperplane is maximum. After training of the model, the
 testing reviews are projected in to same space and on the grounds of point
 of projection, the class for a particular review is predicted. [10]


letcj{1,-1}be the class (positive , negative) for a documentdj, the equation
 for w~ is given by


~


w=X


j


αjcjd~j, αj ≥0, (3.3)


Dual optimization problem gives the αj’s. The vector d~j are computed in
a way that all αj becomes greater than zero. Such vectors are termed as
support vectors because they have the advantage to impact the value of w.~
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3. K-Nearest Neighbor: K-nearest neighbors uses a basic calculation that
 stores every single accessible case and groups new cases in accordance with
 similarity score (e.g., distance functions) [22]. KNN has been utilized as a
 part of measurable estimation in early 1970’s as non-parametric technique.


Following are the different distance function applied to check the nearest
 neighbor.


Figure 3.1: Distance Functions used in KNN


Confusion matrix is generated to tabulate the performance of any classifier.


This matrix shows the relation between correctly and wrongly predicted reviews.


In the confusion matrix shown in table 3.1, TP represents the number of positive
 movie reviews that are correctly predicted where as FP gives the value for number
 of positive movie reviews that are predicted as negative by the classifier. Similarly,
 TN is number of negative reviews correctly predicted and FN is number of negative
 reviews predicted as positive by the classifier. [23]


From this confusion matrix, performance evaluation parameter such as preci-
 sion, F-measure, recall and accuracy are calculated. The tabulation of confusion
 matrix is shown in table 3.1


Precision : It gives the exactness of the classifier. It is the proportion of number
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Correct Labels


Positive Negative


Positive True Positive (TP) False Positive (FP)
 Negative False Negative (FN) True Negative (TN)


Table 3.1: Confusion Matrix


of rightly predicted positive reviews to the total number of reviews predicted as
 positive.


precision= T P


T P +F P (3.4)


Recall: It measures the completeness of the classifier. It is the proportion
 of number of rightly predicted positive reviews to the actual number of positive
 reviews present in the corpus.


Recall = T P


T P +F N (3.5)


F-measure: It is the harmonic mean of precision and recall. F-measure can
 have best value as 1 and worst value as 0. The formula for calculating F-measure
 is given in equation 3.6


F M easure= 2∗P recision∗Recall


P recision+Recall (3.6)
 Accuracy: It is one of the most common performance evaluation parameter and
 it is calculated as the ratio of number of correctly predicted reviews to the number
 of total number of reviews present in the corpus. The formula for calculating
 accuracy is given in equation 3.7


Accuracy= T P +T N


T P +F P +T N +F N (3.7)


The dataset considered in this study is the polarity movie review dataset which
consist of 2000 movie reviews divided equally in to negative and positive reviews
[24]. This dataset does not contain separate reviews for training and testing
purpose. Therefore, cross validation technique is used which randomly selects the
training and testing set. The other dataset considered is IMDb dataset which
contains separate reviews for training and testing.
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3.3 Proposed Approach


In this study, labeled polarity movie dataset has been considered which consist of
 2000 review, divided equally in to negative and positive reviews [24] and IMDb
 movie review dataset which consist of 25000 movie reviews for training and same
 for testing [6]. Each movie review first undergoes through a preprocessing step,
 where all the vague information is removed. From the cleaned dataset, potential
 features are extracted. These features are words in the documents and they need
 to be converted to numerical format. The vectorization techniques are used to
 convert textual data to numerical format. Using vectorization, a matrix is created
 where each column represents a feature and each row represents an individual
 review. This matrix is used as input to classification algorithm. For Polarity
 dataset, we do not have separate reviews for training and testing so in order to
 resolve this issue, cross validation technique is applied to choose the training and
 testing set for each fold. Step-wise presentation of proposed approach is shown in
 the following block diagram 3.2.


Dataset


Preprocessing : Stop
 word, Numeric and
 special character removal


Vectorization


Train using machine
 learning algorithm


Classification


Result


Figure 3.2: Diagrammatic view of the proposed approach
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3.3.1 Steps Followed For Classification:


Step 1. The polarity movie review dataset is considered for analysis which consist
 of total 2000 reviews, divided equally in to negative and positive reviews.


For every single review a separate text file is maintained. All 2000 files
 are first considered to be available in main memory for preprocessing of
 the reviews. Similarly, IMDb movie review dataset is considered which
 contains predefined training and testing set of 25000 movie reviews each.


Step 2. The reviews contain a large amount of vague information which are needed
 to be eliminated. In preprocessing step, firstly, all the special characters
 used like (!@) and the unnecessary blank spaces are removed. It is ob-
 served that reviewers often repeat a particular character of a word to give
 more emphasis to an expression or to make the review trendy [25]. Words
 like ”wooowwwwwww, oohhhhhh” falls in this category. The repetition of
 characters are also tried to be eliminated in this step.


Most of the words that do not contribute to any sentiment used in En-
 glish language are termed as stopwords. So, second step in preprocessing
 involves the removal of all the stopwords of English language.


Step 3. Both the datasets are in its cleanest form. So, features can be extracted
 from it. The features are tokenized word of a review. These words need to
 be converted to numerical vectors so that each review can be represented
 in the form of numerical data. The vectorization of features are done using
 the following two methods.


ˆ CountVectorizer: It transforms the review to token count matrix.


First, it tokenizes the review and according to number of occurrence
 of each token, a sparse matrix is created.


ˆ TF-IDF: Its value represents the importance of a word to a doc-
ument in a corpus. TF-IDF value is proportional to the absolute
frequency of a word in a textual document; but it is limited by the
occurrences of the word in the corpora.
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Step 4. The numeric vectors can be given as input to the classification algorithms.


The different classification algorithm used are as follows:


ˆ Naive Bayes(NB) algorithm: It uses probabilistic analysis where fea-
 tures are extracted from numeric vectors. These features help in
 training of the Naive Bayes classifier model [21].


ˆ Support Vector Machine (SVM) algorithm: SVM plots all the nu-
 meric vectors in space and defines decision boundaries by hyper-
 planes. This hyperplane separates the vectors in two categories such
 that, the distance from the closest point of each category to the hy-
 perplane is maximum [10].


ˆ K-Nearest Neighbor: K nearest neighbors uses a basic calculation
 that stores every single accessible case and groups new cases in ac-
 cordance with similarity score (e.g., distance functions) [22].


Initially, the polarity dataset was not divided between testing and training
 subsets. So, k-fold cross validation technique is used and k-1 folds of
 reviews are used for training. Number of folds used are 10.


Step 5. After training of model, each model is tested against the reviews of dataset
 and a confusion matrix is generated which shows the number of positive
 and negative reviews that are correctly predicted and number of positive
 and negative reviews that are wrongly predicted. For each fold, prediction
 accuracy is calculated based on this confusion matrix and final accuracy
 is given by taking the highest accuracy obtained among all the folds.


Step 6. The result of each model consists of precision, recall and F-measure as
performance evaluation parameters. The confusion matrix and a table
containing performance evaluation parameter is generated. Finally, these
obtained results are compared with other literatures.
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3.4 Implementation and Results


The implementation of above mentioned algorithms are carried out on polarity
 movie review dataset and IMDb movie review dataset. For polarity dataset K-
 fold cross validation algorithm is implemented and training set is defined by k-1
 fold of dataset respectively for each fold. For each algorithm different performance
 evaluation parameters are found out on the basis of elements of confusion matrix.



3.4.1 Results of Naive Bayes Algorithm


a) Polarity Dataset


ˆ Confusion matrix: The confusion matrix of the fold in which maximum
 accuracy obtained after implementation of Naive Bayes classification algo-
 rithm is shown in table 3.2.


Correct Labels
 Positive Negative
 Positive 891 109
 Negative 100 900


Table 3.2: Confusion matrix for Naive Bayes classifier on Polarity dataset


ˆ The performance evaluation parameters obtained for Naive Bayes classifier
 for polarity dataset is shown in table 3.3


Precision Recall F-Measure


Negative 0.90 0.89 0.89


Positive 0.89 0.90 0.89


Table 3.3: Evaluation parameters for Naive Bayes classifier on Polarity dataset
Maximum accuracy achieved in one of the fold of cross validation analysis
of Naive Bayes classifier on polarity Dataset is 0.8953
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b) IMDb Dataset


ˆ Confusion Matrix: The confusion matrix (CM) obtained after classification
 is shown in table 3.4 as follows:


Correct Labels


Positive Negative


Positive 11107 1393


Negative 2834 9666


Table 3.4: Confusion matrix for Naive Bayes classifier on IMDb Dataset


ˆ The evaluation parameters precision, F-measure and recall are shown in table
 3.5 as follows


Precision Recall F-Measure


Negative 0.80 0.89 0.84


Positive 0.87 0.77 0.82


Table 3.5: Evaluation parameter for Naive Bayes classifier on IMDb Dataset
 The accuracy for Naive Bayes Classifier is 0.83092



3.4.2 Results of Support Vector Machine Algorithm


a) Polarity Dataset


ˆ Confusion Matrix: The CM of the fold in which maximum accuracy ob-
 tained after implementation of Support Vector Machine algorithm is shown
 in table 3.6


ˆ The performance evaluation parameters obtained for Support Vector Ma-
 chine classifier is shown in table 3.7


Maximum accuracy achieved in one of the fold during cross validation anal-
ysis of Support Vector Machine classifier is0.9406
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Correct Labels


Positive Negative


Positive 930 70


Negative 49 951


Table 3.6: Confusion matrix for Support Vector Machine classifier on polarity
 dataset


Precision Recall F-Measure


Negative 0.95 0.93 0.94


Positive 0.93 0.95 0.94


Table 3.7: Evaluation parameters for Support Vector Machine classifier on Polarity
 dataset


b) IMDb Dataset


ˆ Confusion Matrix: The CM obtained after classification is shown in table
 3.8 as follows


Correct Labels


Positive Negative


Positive 11102 1398


Negative 1688 10812


Table 3.8: Confusion matrix for Support Vector Machine classifier on IMDb
 Dataset


ˆ The evaluation parameters precision, f-measure and recall are shown in table
 3.9 as follows


The accuracy for Support Vector Machine Classifier is 0.884
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Precision Recall F-Measure


Negative 0.87 0.89 0.88


Positive 0.89 0.86 0.88


Table 3.9: Evaluation Parameter for Support Vector Machine on IMDb Dataset



3.4.3 Results of K-nearest Neighbor Algorithm


a) Polarity Dataset


ˆ Confusion Matrix: The CM obtained after classification is shown in table
 3.12 as follows


Correct Labels


Positive Negative


Positive 890 110


Negative 125 875


Table 3.10: Confusion matrix for K-Nearest Neighbor classifier on IMDb dataset


ˆ The evaluation parameters precision, F-measure and recall are shown in table
 3.13 as follows


Precision Recall F-Measure


Negative 0.90 0.89 0.90


Positive 0.89 0.90 0.90


Table 3.11: Evaluation parameter for K-Nearest Neighbor classifier on IMDb
 dataset


Maximum accuracy achieved in one of the fold of cross validation analysis
 of K-Nearest Neighbor classifier on polarity dataset is 0.8993


b) IMDb Datset


ˆ Confusion Matrix: The CM obtained after classification is shown in table
3.12 as follows
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Correct Labels


Positive Negative


Positive 11058 1442


Negative 1482 11018


Table 3.12: Confusion matrix for K-Nearest Neighbor classifier on IMDb dataset


ˆ The evaluation parameters precision, F-measure and recall are shown in table
 3.13 as follows


Precision Recall F-Measure


Negative 0.88 0.88 0.88


Positive 0.88 0.88 0.88


Table 3.13: Evaluation parameter for K-Nearest Neighbor classifier on IMDb
 dataset


The accuracy for K-nearest neighbor classifier for IMDb dataset is 0.88304



3.5 Comparison of Results Obtained


The table 3.14 shows the comparison of the proposed approach with others liter-
 ature using Polarity dataset.


Classifier Classification Accuracy


Pang and Lee[12] Whitelaw et al.[13] Matsumoto et al.[26] Aue and Gamon[27] Read et al.[28] Proposed approach


Naive Bayes 0.864 * * * 0.789 0.895


Suppport Vector Machine 0.872 0.902 0.937 0.905 0.815 0.940


K-nearest neighbor * * * * * 0.883


The ‘*’ mark indicates that the corresponding classifier not been
 considered by author


Table 3.14: Comparison of different existing literatures with proposed approach
 on Polarity dataset


It can be inferred from the comparison that SVM still performs the best among
other classifiers and accuracy of Naive Bayes classifier is slightly improved com-
pared to Read et al. [28] due to extensive text processing of dataset.
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The table 3.15 shows the comparison of the proposed approach with others
 literature using IMDb dataset.


Classifier Classification Accuracy


Pang et al.[9] Salvetti et al.[29] Mullen and Collier[30] Beineke[31] Matsumoto[26] Proposed approach


Naive Bayes 0.815 0.796 * 0.659 * 0.83


Suppport Vector Machine 0.659 * 0.86 * 0.883 0.884


K-nearest neighbor * * * * * 0.883


The ‘*’ mark indicates that the corresponding classifier has not been
 considered by author


Table 3.15: Comparison of different existing literatures with proposed approach
 on IMDb Dataset


The table 3.15 shows that SVM and K-nearest neighbor are equivalent in classi-
fication, but SVM has upper hand because of little higher accuracy among others.
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N-Gram Model for Classification



4.1 Introduction


N-Gram Model: It is a strategy for checking of n continuous things from a given
 grouping of content or speech. The items in sequence can be syllables, phonemes,
 words or letters depending on the application. This model assists to predict the
 next item in a sentence or sequence. In sentiment analysis, the n-gram model
 assists to estimate the sentiment of the document or text. Unigram refers to n-
 gram of size one, Bigram refers to n-gram of size two, Trigram refers to n-gram of
 size three, higher n-gram refers to four-gram, five-gram and so on. If the items of
 sequence are words, n-grams may also be named asshingles. The n-gram can be
 explained using following example:


A typical example of sentiment may be considered as “The show is not a fab-
 ulous one”.


Its unigram: “‘The’,‘show’,‘is’, ‘not’, ‘a’, ‘fabulous’,‘one’ ”.


Its bigram: “‘The show’,‘show is’, ‘is not’, ‘not a’, ‘a fabulous’, ‘fabulous one’ ”.


Its trigram: “ ‘The show is’, ‘show is not’, ‘is not a’, ‘not a fabulous’,‘a fabulous
one’ ” .
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4.2 Results and Analysis



4.2.1 Naive Bayes Classifier


The confusion matrix and evaluation parameters such as precision, F-measure,
 recall and accuracy obtained after classification using Naive Bayes classifier using
 n-gram techniques are shown in table 4.1.


Method Confusion Matrix Evalution Parameter Accuracy


Unigram


Correct Level


Precision Recall F-measure
 83.652
 Positive Negative


Positive 11025 1475 Negative 0.81 0.88 0.84


Negative 2612 9888 Positive 0.87 0.79 0.83


Bigram


Correct Level


Precision Recall F-measure
 84.064
 Positive Negative


Positive 11156 1344 Negative 0.81 0.89 0.85


Negative 2640 9860 Positive 0.88 0.79 0.83


Trigram


Correct Level


Precision Recall F-measure
 70.532
 Positive Negative


Positive 10156 2344 Negative 0.67 0.81 0.73


Negative 5023 7477 Positive 0.76 0.60 0.67


Unigram + Bigram


Correct Level


Precision Recall F-measure
 86.004
 Positive Negative


Positive 11114 1386 Negative 0.84 0.89 0.86
 Negative 2113 10387 Positive 0.88 0.83 0.86


Bigram + Trigram


Correct Level


Precision Recall F-measure
 83.828
 Positive Negative


Positive 11123 1377 Negative 0.81 0.89 0.85


Negative 2666 9834 Positive 0.88 0.79 0.83


Unigram + Bigram + Trigram


Correct Level


Precision Recall F-measure
 86.232
 Positive Negative


Positive 11088 1412 Negative 0.85 0.89 0.87
 Negative 2030 10470 Positive 0.88 0.84 0.86


Table 4.1: Confusion Matrix, Evaluation Parameter and Accuracy for Naive Bayes
n-gram classifier
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Figure 4.1: Graphical Presentation of Confusion Matrix for Naive Bayes Classifier
 Precision-Recall Curve: The Precision-Recall Curve of Naive Bayes (NB)
 classifier is shown in figure 4.2. The area of curve computed is 0.91


Figure 4.2: Precision Recall Curve of Naive Bayes Classifier



(40)4.2 Results and Analysis N-Gram Model for Classification



4.2.2 KNN Classifier


The confusion matrix and evaluation parameters such as precision, F-measure,
 recall and accuracy obtained after classification using KNN classifier using n-gram
 techniques are shown in table 4.2.


Method Confusion Matrix Evalution Parameter Accuracy


Unigram


Correct Level


Precision Recall F-measure
 88.48
 Positive Negative


Positive 11011 1489 Negative 0.89 0.88 0.88
 Negative 1391 11109 Positive 0.88 0.89 0.89


Bigram


Correct Level


Precision Recall F-measure
 83.228
 Positive Negative


Positive 10330 2170 Negative 0.84 0.83 0.83
 Negative 2023 10477 Positive 0.83 0.84 0.83


Trigram


Correct Level


Precision Recall F-measure
 71.38
 Positive Negative


Positive 8404 4096 Negative 0.73 0.67 0.70


Negative 3059 9441 Positive 0.70 0.76 0.73


Unigram + Bigram


Correct Level


Precision Recall F-measure
 88.42
 Positive Negative


Positive 11018 1482 Negative 0.89 0.88 0.88
 Negative 1413 11087 Positive 0.88 0.89 0.88


Bigram + Trigram


Correct Level


Precision Recall F-measure
 82.948
 Positive Negative


Positive 10304 2196 Negative 0.83 0.82 0.83
 Negative 2067 10433 Positive 0.83 0.83 0.83


Unigram + Bigram + Trigram


Correct Level


Precision Recall F-measure
 86.232
 Positive Negative


Positive 11006 1494 Negative 0.89 0.88 0.88
 Negative 1429 11071 Positive 0.88 0.89 0.88


Table 4.2: Confusion Matrix, Evaluation Parameter and Accuracy for k-nearest
 neighbor n-gram classifier


Precision-Recall Curve: The Precision-Recall Curve of k-nearest neighbor
classifier is shown in figure 4.4. The area of curve computed is 0.88
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Figure 4.3: Graphical Presentation of Confusion Matrix for KNN Classifier


Figure 4.4: Precision Recall Curve of KNN Classifier
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4.2.3 Support Vector Machine Classifier


The confusion matrix and evaluation parameters such as precision, F-measure,
 recall and accuracy obtained after classification using SVM classifier using n-gram
 techniques are shown in table 4.3.


Method Confusion Matrix Evalution Parameter Accuracy


Unigram


Correct Level


Precision Recall F-measure
 86.976
 Positive Negative


Positive 10993 1507 Negative 0.86 0.88 0.87
 Negative 1749 10751 Positive 0.88 0.86 0.87


Bigram


Correct Level


Precision Recall F-measure
 83.872
 Positive Negative


Positive 10584 1916 Negative 0.83 0.85 0.84
 Negative 2116 10384 Positive 0.84 0.83 0.84


Trigram


Correct Level


Precision Recall F-measure
 70.164
 Positive Negative


Positive 8410 4090 Negative 0.71 0.67 0.69


Negative 3359 9131 Positive 0.69 0.73 0.71


Unigram + Bigram


Correct Level


Precision Recall F-measure
 88.884
 Positive Negative


Positive 11161 1339 Negative 0.89 0.89 0.89
 Negative 1440 11060 Positive 0.89 0.88 0.89


Bigram + Trigram


Correct Level


Precision Recall F-measure
 83.636
 Positive Negative


Positive 10548 1952 Negative 0.83 0.84 0.84
 Negative 2139 10361 Positive 0.84 0.83 0.84


Unigram + Bigram + Trigram


Correct Level


Precision Recall F-measure
 88.944
 Positive Negative


Positive 11159 1341 Negative 0.89 0.89 0.89
 Negative 1423 11077 Positive 0.88 0.89 0.88


Table 4.3: Confusion Matrix, Evaluation Parameter and Accuracy for Support
 Vector Machine n-gram classifier


Precision-Recall Curve: The Precision-Recall Curve of support vector ma-
chine classifier is shown in figure 4.6. The area of curve computed is 0.91
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Figure 4.5: Graphical Presentation of Confusion Matrix for SVM Classifier


Figure 4.6: Precision Recall Curve of SVM Classifier
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4.2.4 Comparative Analysis


The table 4.4 shows the comparison of the result obtained using proposed approach
 with results available in literature using IMDb dataset and n-gram approach.


Method used Pang et al.[9] Present approach


Naive Bayes


unigram 81.0 83.6


bigram 77.3 84.06


trigram ~ 70.5


unigram +bigram 80.6 86.0


bigram+trigram ~ 83.8


unigram + bigram + trigram ~ 86.2


K-Nearest Neighbor


unigram ~ 88.4


bigram ~ 83.2


trigram ~ 71.3


unigram +bigram ~ 88.4


bigram+trigram ~ 82.9


unigram + bigram + trigram ~ 88.3


Support Vector Machine


unigram 72.9 86.9


bigram 77.1 83.8


trigram ~ 70.1


unigram +bigram 82.7 88.8


bigram+trigram ~ 83.6


unigram + bigram + trigram ~ 88.9


Table 4.4: Comparative result obtained with different literature using IMDb
 dataset and ngram approach


The ‘~’ mark indicates that the algorithm is not considered by the author
 in their respective articles.


Pang et. al. [9], have used machine learning techniques viz., Naive Bayes, Sup-
 port Vector Machine and Maximum Entropy method using n-gram approach of
 unigram, bigram and combination of unigram and bigram. Here, three different
 algorithms viz., Naive Bayes, KNN, and Support Vector Machine using n-gram
 approaches like unigram, bigram, trigram, and their possible combinations like un-
 igram+bigram, bigram+trigram, and unigram+bigram+trigram are carried out.


The result obtained in present approach is observed to be better than the result
obtained by Pang et.al.
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Conclusions and Future Work


This thesis work makes an effort to classify sentiment reviews using supervised
 machine learning techniques. In this work, three different supervised machine
 learning algorithms such as K-nearest Neighbor(KNN), Support Vector machine
 (SVM) and Naive Bayes (NB) are first implemented to check the prediction be-
 havior in classifying the sentimental reviews. Further, using n-gram Model with
 the application of above mentioned classifying algorithm, the effect of n-gram in
 classification is studied. These algorithms are implemented on polarity dataset
 and IMDb dataset and show better result in comparison with the result published
 in literatures. It is found out that as the value of ‘n’ in n-gram increases the
 classification accuracy decreases i.e., for unigram and bigram, The result obtained
 using the algorithm is remarkably better but when trigram, four-gram, five-gram
 classification techniques are carried out the accuracy decreases.


Supervised machine learning techniques are studied in this work for classifica-
 tion. In future, it is intended to use unsupervised machine learning methods like
 neural networks and deep learning methods to check the quality of performance.


Only three supervised learning methods have been used in this work; so, other
supervised learning techniques such as Artificial Neural network, Random forest,
Decision Tree may also be applied to examine the quality of performance.
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