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Abstract


Of late, there has been a paradigm shift in web searching from the content based
 searching to the connectivity based or more commonly known as hyperlink based (or
 simply link based) searching. But, both the content based approach as well as the link
 based approach are objective ones, which are totally dependent on the effectiveness of
 their ‘‘feature extraction’’ mechanisms, with no apparent consideration to the preference
 of the searcher. In this work, a ‘‘user satisfaction’’ guided web search procedure is
 proposed. We calculate the importance weight of each document viewed by the user
 based on the feedback vector obtained from his actions. This document weight is then
 used to update the index database in such a way that the documents being consistently
 preferred go up the ranking, while the ones being neglected go down. Our simulation
 results show a steady rise in the satisfaction levels of the modeled users as more and
 more learning goes into our system. We also propose a couple of novel additions to the
 web search querying techniques.


1. Introduction


The recent past has seen a paradigm shift in web searching [6] from the
conventional content based searching [18,19,21,22] to the more crisp connec-
tivity based searching [1-3,24]. A few years ago, the query term frequency was
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the single main heuristic in ranking the web pages. But the emergence of novel
 search engines like Google [13] has marked the beginning of the era of con-
 nectivity based or citation based, or more commonly known as hyperlink based
 (or simply link based) web searching. It all started with the revolutionary work
 done by Kleinberg [14], and consolidated by Chakrabarti et al. [10,17] and Brin
 and Page [9], culminating in what is now famous as the Google [13] search
 engine for the web. These works have primarily been concentrating on har-
 nessing the additional information hidden in the hypertext structure of the web
 pages. But, whether the content based approach or the link based approach,
 both are totally dependent on the effectiveness of their ‘‘feature extraction’’
 mechanisms, with no apparent consideration to the preference of the searcher.


DirectHit [11] is a search engine that claims to harness the collective intelligence
 of the millions of the daily Internet searchers to improve the web search results.


For this, it monitors attributes like which documents are selected by the user
 from the search result presented to him, how much time is spent at those sites,
 etc. [12]. But our recent study [5,7] shows that DirectHit falls below the sat-
 isfaction of an average user.


In this paper, we have tried to improve upon the approach of DirectHit by
 learning from the feedback obtained from the user. While doing so, we have
 also proposed a few novel additions to the web search querying techniques. We
 begin with a discussion on the model of our search engine in the next section.


In Section 3, we describe our method of enhancing the search quality by uti-
 lizing the user feedback and subsequently yielding an improved web search.


Section 4 talks about our experimentation procedure and the results thereof.


The conclusion is given in Section 5.


2. Search engine model


Our search engine maintains a database of document URLs, which are in-
 dexed by the keywords in the documents. Let Rdk be a variable in the interval
 [0,1] indicating the relevance of document d for the keyword k, and vice versa.


Let R = [Rdk] be a matrix of relevance indices, for all the documents in the
 database and for all the keywords extracted from the documents. Fig. 1 depicts
 the architecture of our search engine.


As shown in Fig. 1, the user gives the query in the form of a combination of
 a few keywords. With the inputs from the relevance matrix R, the query is
 processed by a query handler, and the results are presented before the user. The
 feedback from the user is collected as explained in Section 3.1 [4]. The feedback
 vector thus obtained is used to evaluate a new relevance matrix, which in turn,
 is used for subsequent queries.


The overall technique of user feedback based searching procedure can be
described using the following pseudocode:



(3)Doc,.


Query
 Handler DocJ


Doc


Feedback Update


Relevance
 Matrix


New
 Relevance


Matrix
 Fig. 1. Search engine architecture.


for every query Q do
 D = SortDocumentsðQ ;RÞ;


DisplayDocumentsðDÞ;


F = FeedbackVectorðV ; T; P; S; B; E; CÞ;


R = UpdateMatrixðR; FÞ
 end


We begin with some initial valued relevance matrix R. Based on the query Q
 coming from the user, we process the relevance matrix R to get the documents
 list D as the result to the query Q. The result is displayed before the user and
 the feedback to it obtained in the form of the feedback vector, as explained in
 Section 3.1. This feedback vector is then utilized for updating the relevance
 matrix R in such a way that it gets closer to the satisfaction of an average user.


These steps are further explained in subsequent sections.


2.1. Query handler


A query Q may contain a number of keywords. These keywords may be
 combined conventionally using logical operators such as AND, OR and NOT.


We may represent a general query Q as follows:


Q = (qhl A qh2 A • • • A qhpi) V (q2,i A q2,2 A • • • A q2,P2)


(1)
 where


original;
negated;
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The relevance matrix R is used by the search engine to select the best doc-
 uments for the query Q. This is done by identifying the columns corresponding
 to the keywords in the query and combining them correspondingly through


"fuzzy-AND", "fuzzy-OR" and "fuzzy-NOT" operations to result in a single
 column of real values that represents the query-relevance vector QR. The
 element QRd of this vector indicates the relevance of the document d for the
 given query. A sorted list of documents corresponding to the descending values
 in the vector QR would form the search result to the given query Q.


Example 1. Let the relevance matrix R with document set
 the set of keywords ft1;t2;t3;t4;t5g be given as


and


R = d2


0:5 0:2 0:4 0:3 0:7
 0:3 0:6 0:7 0:5 0:3
 0:0 0:3 0:3 0:2 0:5
 0:7 0:0 0:4 0:0 0:4


For the query Q = t2 _ ð:t4 A t5Þ, the query-relevance vector QR is found as
 follows:


4 ! ! 4  / / 4


QR = fuzzyOR ðRi;2Þ; fuzzyAND fuzzyNOTðRk;4Þ ;ð Rj;5


i=\ \ ' \ 7=1 VV k=\


na:


1=1


4


= max ( (tf,2), ( nun ((1.0 -RM), (Rjt5))


= max (0:2 0:6 0:3 0.0]',  ; m i n ([0.7 0:5 0:8 1.0]',
 [0.7 0.3 0.5 0A}')


= max ([0.2 0.6 0.3 0.0]', [0.7 0.3 0.5 0.4]'


= [0.7 0.6 0.5 0.4]'.


A descending order sort on the elements of the query-relevance vector QR gives
 the result of the query Q as d1 >~ d2 >- d3 >~ d4, where 'V indicates ‘‘more
 relevant than’’.


Alternatively, we have expanded our query language [8] by making provi-
 sion for combining the keywords in the query using either


(a) linguistic operators such as "most", "as many as possible’’, etc., or
(b) weighted terms combined with logical operators AND, OR and NOT.



(5)2.2. Query formulation using linguistic operators


There are the cases where the logic of classifying a document as acceptable
 or unacceptable is too complicated to encode in any simple query form. These
 are the situations where the user knows a list of keywords that collectively
 describe the topic, but does not know precisely whether to use AND operators
 or the OR operators to combine these keywords. It may be noted that the
 AND operator requiring all the keywords to be present in the document would
 return too few documents, while the OR operator requiring any of the key-
 words in the document would return too many documents. It becomes pref-
 erable, therefore, to resort in such situations to the OWA operator, which is
 explained in Section 2.2.1.


2.2.1. Ordered weighted averaging (OWA) operator


The ordered weighted averaging (OWA) operators were originally intro-
 duced in [23] to provide a means of aggregation, which unifies in one operator
 the conjunctive and disjunctive behavior. The OWA operators, in fact, provide
 a parameterized family of aggregation operators including many of the well-
 known operators like maximum, minimum, k-order statistics, median and
 arithmetic mean. For some n different scores as x1 ;  x2 ;. . .; xn the aggregation of
 these scores may be done using the OWA operator as follows:


n


O W A ð x1 ;x2 ;. . . ;xnÞ =  X wi yi;
 1=1


where yi is the ith largest score from amongst x1;x2;... ;xn The weights are all
 non-negative (8i, wi P 0), and their sum equals one QZ"=i wi = 1). We note that
 the arithmetic mean function may be obtained using the OWA operator, if 8i,
 wi = K Similarly, the OWA operator would yield the maximum function with
 w1 = 1 and wi = 0 for all i =/= 1. The minimum function may be obtained from
 the OWA operator when wn = 1 and wi = 0 for all i^n.


In fact, it has been shown in [23] that the aggregation done by the OWA
 operator is always between the maximum and the minimum. However, it re-
 mains to be seen what procedure should be adopted to find the values of the
 weights wi. For this, we need to make use of the linguistic quantifiers, explained
 as follows.


2.2.2. Relative fuzzy linguistic quantifier


A relative quantifier, Q : [0,1 —> [0,1], satisfies:


6(0) = o,


9 r 2 [0,1] such that QðrÞ = 1:


In addition, it is non-decreasing if it has the following property:
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 8a; b 2 [0,1], if a > b; then QðaÞ P QðbÞ:


The membership function of a relative quantifier can be represented as:


0
 Q{r) < r b-a>r—a


1


if r < a;
 if b6
 if r > b;
 where a;b;r <E 0;1].


Some examples of relative quantifiers are shown in Fig. 2, where the
 parameters are ð0:3;0:8Þ, ð0;0:5Þ and ð0:5;1Þ, respectively. We may define
 many more relative quantifiers with customized values of the parameters a and
 b.


Yager [23] computes the weights wi of the OWA aggregation from the
 function Q describing the quantifier. In the case of a relative quantifier, with m
 criteria,


w, = Q(i/m) - Q((i - \)/m), i = 1,2,..., m, with g(0) = 0.


Example 2. For the number of criteria (m) = 7, the fuzzy quantifier ‘‘most’’,
 with the pair (a = 0:3, b = 0:8), the corresponding OWA operator would have
 the weighting vector as w1  = 0 , w2 = 0, w3 = 0:257143, w4 = 0:285714,
 w5 = 0:285714, w6 = 0:171429, w7 = 0.


2.2.3. OWA operator based queries


We propose to prompt the user to issue linguistic operators like "most", "at
 least half, "as many as possible’’, etc., along with the keywords of the desired
 topic. The linguistic operator issued by the user would correspondingly mean if
 the user wishes to have documents that contain "most" of the keywords, or ‘‘at
 least  h a l f of the keywords, or ‘‘as many as possible’’ keywords, etc. Let the
 general form of the query Q be given as


Q = "linguistic-Operator"^, ti2,...; tinÞ:


1/K


0 0.3


"Most"


1-1


0 0.5 y,


"At least half"


Fig. 2. Relative quantifiers.


0 0.5 1


"As many as possible"



(7)The kth element of the query-relevance vector QR may then be obtained as
 follows:


7=1


where xj is the jth largest element in the set of elements fRk;i1;Rk;i2 ; • • ;Rk;ing,
 and w's are the weights of the OWA operation, found as explained in Section
 2.2.2.


and
 0.2


0.5
 0.3
 0:00


0.6
 0.4
 0.2
 0.5


00
 0.1
 0.5
 0.3


0.6
 0.4
 00
 0.2


0.4
 0.7
 00
 0.5


0.2
 0.6
 0.3
 0.4


0.4
 0.0
 0.6
 0.1


Example 3. Let the relevance matrix R with document set
 the set of keywords ft1;t2;t3;t4;t5;t6;t7g be given as


R = d
 d4


For the query Q =  ‘‘ m o s t’’ð h, t$, h, tj), we would have the weights for the
 OWA aggregation as w1 = 0:0, w2 = 0:2, w3 = 0:4, w4 = 0:4, w5 = 0:0 (see
 Example 2). The query-relevance vector QR is then given as follows:


QR =


0:0 x
 0:0 x
 0:0 x
 0:0 x
 0:323
 0:32
 0:30
 0:38


0:6þ
 0:7þ
 0:6þ
 0:5þ


hO.2>


hO.2>


hO.2>


hO.2>


<0.4H


<0.6H


<0.5H


<0.5H
 hO.4>


hO.4>


hO.4>


hO.4>


<0.4-


<0.4-


<0.3-


<0.4-
 hO.4>


hO.4>


hO.4>


hO.4>


<0.


< 0:


<0.


<0.


2þ
 1 þ0
 2þ
 3þ


h0.0>


h0.0>


h0.0>


h0.0>


<0.0


<0.0


<0.0


<0.1


A descending order sort on the elements of the query-relevance vector QR gives
 the result of the query Q as d4 >~ d1 = di> d3.


2.3. Query formulation using weighted logical operators AND, OR and NOT
Consider a case in which the user wishes to search for analog computing
systems. Very clearly, the emphasis has to be on the term analog more than the
other two terms. If this is treated as an AND query, only those documents
would be returned which necessarily contain all the three terms. In the case
of OR query, all those documents would be returned which contain any of
these terms. We may not even give the query as (analog:computing:systems),
because that would try to exclude the two terms altogether. The use of lin-
guistic operator, say ‘‘most’’, would return even those documents that con-
tain just the terms computing and systems, and not necessarily analog. All the
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above-mentioned situations are not up to the user's expectations. We, there-
 fore, feel it appropriate to provide the flexibility to the user to assign some
 importance weight to each of the terms in the query. For instance, the query
 may be given as ðanalog; 0:8 A {(computing, 0:4 V (systems, 0:3Þg. This would
 mean that the user wishes to give an importance weight of 8/15 to the term
 analog, 4/15 to the term computing, and 3/15 to the term systems. The general
 form of the weighted query may be given as follows:


Q = ((9i,i,/i,i) A (?i,2,/i,2) A • • • A (qhpi,fhpi))
 V ((q2,uf2,i) A (q2,2,f2,2) A • • • A (q2,P2,f2tP2))


V • • • V ((qm,i,fm,i) A (qm,2,fm,2) A • • • A (qm,PnJm,Pn)),


where


original;


tj negated; 1 6 i 6


and fi;j e]0,1] indicates the importance weight associated with the corre-
 sponding term qi;j of the query. In case, the user does not specify the value of
 ft:, it is taken as f i ; j = 1, by default:


QRk = max m min(^i 7 x fj)):


Example 4. Let the relevance matrix R with document set
 the set of keywords ft1;t2;t3;t4;t5g be given as


and
 d1


R =
 d4


0:5 0:2 0:4 0:3 0:7
 0:3 0:6 0:7 0:5 0:3
 0:0 0:3 0:3 0:2 0:5
 0:7 0:0 0:4 0:0 0:4


For the query Q = (t2,Q.1) V (-i(^4,0.6) A (^,0.2)), the query-relevance vector
 QR is found as follows:


QR = max ( (Rl<2 x 0.3), ( min ((1.0 - (RjA x 0.6)), 0.2))


= max ([0.06 0:18 0:09 0.0]',


(min ([0.82 0:7 0:88 1.0]', [0.14 0:06 0:1 0.08]'


= max ([0.2 0:6 0:3 0.0]', [0.14 0:06 0:1 0.08]'


= [0.2 0.6 0.3 0.08]'.


A descending order sort on the elements of the query-relevance vector QR gives
the result of the query Q as d2 >~ d3 >~ d1 >~ d4.



(9)3. Updating relevance matrix from the user feedback


Once the results are obtained from the relevance matrix R in response to
 the user query Q using any of the techniques described in Sections 2.1-2.3, the
 results are displayed before the user in the form of documents listing. The
 feedback of the user on these results is then collected as explained below.


3.1. User feedback vector


We characterize the feedback of the user by a vector ðV;T;P;S;B;E;CÞ,
 which consists of the following.


(a) The sequence V in which the user visits the documents, V = ðv1 ; v2;...; vNÞ.


If document i is the kth document visited by the user, then we set vi = k. If
 a document i is not visited by the user at all before the next query is sub-
 mitted, the corresponding value of vi is set to  ) 1 .


(b) The time ti that a user spends examining the document i. We denote the
 vector ðt1;t2;...; tNÞ by T. For a document that is not visited, the corre-
 sponding entry in the array T is 0.


(c) Whether or not the user prints the document i. This is denoted by the Bool-
 ean pi. We shall denote the vector (p1;p2;... ;pN) by P.


(d) Whether or not the user saves the document i. This is denoted by the Bool-
 ean si. We shall denote the vector ðs1;s2;... ;sNÞ by S.


(e) Whether or not the user book-marked the document i. This is denoted by
 the Boolean bi. We shall denote the vector ðb1; b2;...; bNÞ by B.


(f) Whether or not the user e-mailed the document v to someone. This is de-
 noted by the Boolean ei. We shall denote the vector ðe1 ; e2;...; eNÞ by E.


(g) The number of words that the user copied and pasted elsewhere. We denote
 the vector ðc1; c2;...; cNÞ by C.


The motivation behind collecting this feedback is the belief that a well-
 educated user is likely to select the more appropriate documents early in the
 resource discovery process. Similarly, the time that a user spends examining a
 document, and whether or not he prints, saves, bookmarks, e-mails it to
 someone else or copies and pastes a portion of the document, indicate the level
 of importance that document holds for the specified query.


When feedback recovery is complete, we compute the following weighted
 sum rj for each document j selected by the user:


( 1 t


CTj = Wy . + WT h WpPj + WsSj + Wjft,- + W^e,- + We"' ) ^,max C/.total ,


(2)
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where tj;max represents the maximum time a user is expected to spend in
 examining the document j, and cj;total is the total number of words in the
 document j. Here, wV, wT, wP, wS, wB, wE and wC, all lying between 0 and 1,
 give the respective weightages we want to give to each of the seven compo-
 nents of the feedback vector. The sum RJ represents the importance of docu-
 ment  j .


The intuition behind this formulation is as follows. The importance of the
 document should decrease monotonically with the postponement being affor-
 ded by the user in picking it up. More the time spent by the user in glancing
 through the document, more important that must be for him. If the user is
 printing the document, or saving it, or book-marking it, or e-mailing it to
 someone else, or copying and pasting a portion of the document, it must be
 having some importance in the eyes of the user. A combination of the above
 seven factors by simply taking their weighted sum gives the overall importance
 the document holds in the eyes of the user. We may include more metrics like
 this, if so desired.


After the importance weight RJ of each document j picked up by the user is
 calculated, the updating of the relevance matrix in accordance with the user
 feedback then proceeds as follows.


3.2. Dealing with simple one-keyword query


One of our main concerns in this paper is to modify the relevance matrix R
 so that the matrix gets tuned to the satisfaction of a (average) user. For this, we
 need to boost up the weights of the documents being consistently picked up by
 the users and penalize those, which are being mostly ignored by the users. To
 simplify the presentation of our enhancement procedure, let us assume initially
 that the query Q is constituted by a single keyword, say k. Let rd be the
 document importance factor calculated using Eq. (2) corresponding to
 the document d. We can, then, update the element Rdk of the matrix R as
 follows:


R'l


Here, Ridk denotes the value of the element Rdk of the matrix R in the ith iter-
 ation and l is a suitable learning rate. Before we proceed further, we must show
 that while using (3) for index updating, Rdk always remains bounded by one,
 and also that Ridkþ1 is an improvement over Rdki. We prove these two points in the
 following two lemmas, respectively.


Lemma 1. Rdk always remains bounded by one
i:e: 8i; Rdkiþ1 < 1; given Rdki < 1:



(11)Proof. Given that Ridk < 1


=> Ridk þ l • rd < 1 þ l • rd


11


.


=* Rdkiþ1<1: ffrom ð3Þg
 Hence the result. h


Lemma 2. Ridkþ1 is an improvement over R'd
 dk


Ridk; given Ridk<1:


Proof. Given that Ridk < 1


Ridk ' l


Ri


l+fi-ad dkd



^ Kf>Kk- ffromð3Þg


Hence the result. h


Now, having proved Lemmas 1 and 2, we must explain how do we modify
 (3) so as to compensate for the multiple keywords in the query Q connected by
 logical connectives AND, OR and NOT.


3.3. Dealing with complex multiple keywords query


As given in Eq. (1), we may represent a general query Q as follows:


Q = (?1,1 A 91,2 A • • • A qlyPl) V (#2,1 A q2,2 A • • • A q2,Pl) V • • • V (qmA A qmy2


where


original ; <


kj negated; 16


For such a general scenario, we need to distribute appropriately the document
 importance factor rd into all the constituent positive keywords of the query Q.


This is done as follows:



(12)12 M. M. Sufyan Beg / Information Sciences xxx (2004) xxx-xxx


1 þ l ' (4)


where m is the number of OR terms in the query Q. The intuition behind (4)
 stems from the thought that fuzzy-AND is taken as the minimum operation,
 while fuzzy-OR is taken to be the maximum operation. So, heuristically, we
 decided to distribute the document importance factor rd evenly between the
 OR terms and then equally between the positive AND terms within each OR
 term.


Example 5. Let us reconsider Example 1 with the query Q = t2 _ ðt4 A t5Þ. Let
 the document importance factors obtained from the user feedback vector be
 rd1 = 0:2, rd2 = 0:4, rd3 = 0:3, rd4  = 0 . 1 . Let the learning rate be l = 0:1. We
 would then have R updated from the user feedback as follows:



0.2+ (0.1 xf) 0.3+ (0.1  x f )


~ m" = 0.208, R
" l + (0.1xf)
 dlA = 1 | /n 1  ^n 7 A =0.307,


0.7+(0.1  x ^ '


:
 l +  ( 0 . 1 x f ) '



(0.1xf)


= 0:703:


Proceeding this way, we get the updated relevance matrix as


tf =


0:5 0:208 0:4 0:307 0:703
 0:3 0:608 0:7 0:510 0:314
 0:0 0:310 0:3 0:212 0:507
 0:7 0:005 0:4 0:005 0:403


3.4. Dealing with NOT terms in the query


For any negative (i.e. NOT) term ki in the query Q, suppose a document dj is
 picked up by the user from the search results presented before him. This means
 that the document dj is not relevant to the keyword ki. Hence, we can subtract a
 penalty factor d 2 [0,1[ from Rdj;ki. The subtraction, however, is made to re-
 main saturated to zero when the value of Rdj;ki reaches zero.


Example 6. Let us reconsider Example 5 with the query Q = t2_ ð:t4 A t5Þ. Let
the penalty factor for the NOT term t4 be d = 0:05. We would then have R
updated from the user feedback as follows:



(13)d1


d2
 d3
 d4


"0.5
 0.3
 0:00
 0.7


0.208
 0.608
 00:3100
 0.005


0.4
 0.7
 0.3
 0.4


0.25
 0.45
 0.15
 000


0:703
 0:314
 0:507
 0:403
 R =


It may be noted from Example 6 that even though Rj4A = 0.0 — 0:05 =


—0.05, but it is made to saturate at 0.0.


3.5. Dealing with linguistic and weighted queries


The linguistic queries and weighted queries have been introduced in Sections
 2.2 and 2.3, respectively. For updating the relevance matrix R in the case of
 such queries, we propose to distribute the document importance factor rd in
 proportion to the weights associated with each term in the query. We know
 from Section 2.3 that the weight for each term is specified directly by the user in
 the case of weighted queries, while Section 2.2 says that the weight corre-
 sponding to each term in the linguistic queries is calculated as the weights of
 the OWA operation.


Example 7. Let us reconsider Example 3. Let the document importance factors
 obtained from the user feedback vector be a^ = 0:2, rd2 = 0:4, rd3 = 0:3,
 rd4 = 0:1. Let the learning rate be l = 0:1. We would then have R updated from
 the user feedback as follows:


_ 0:6 þð0:1 x 0.0x0.2)
 1 þ ð0:1 x 0.0x0.2)
 0:4þ ð0:1 x 0.2x0.2)


1 þ ð0:1 x 0.2x0.2)
 0:4þ ð0:1 x 0.4x0.2)


1 þ ð0:1 x 0.4x0.2)
 0:2þ ð0:1 x 0.4x0.2)


1 þ ð0:1 x 0.4x0.2)
 0:0 þð0:1 x 0.0x0.2)


— 0:6;


= 0:402;


= 0:405;


= 0:206;


= 0:0:
 auH 1 + (0.1 x 0.0x0.2)


Proceeding this way, we get the updated relevance matrix as


R = d2
 d4


0.2
 0.5
 0.3
 0:00


0 0
 0.41
 0.21
 0 0


0000
 0:1140
 0:5030
 0:3030


0
 0
 .6
 .4
 5030
 0 .2


0.402
 0 0 0
 0000
 0.501


0:2060
 0:6030
 0:3080
 0:4020


0:405
0:000
0:600
0:100
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Example 8. Let us reconsider Example 4 with the query Q = ðt2; 0:3Þ_


((^4,0.6) A t5;0:2ÞÞ. Let the document importance factors obtained from the
 user feedback vector be rd1 = 0:2, rd2 = 0:4, rd3 = 0:3, rd4 = 0:1. Let the
 learning rate be l = 0:1. We would then have R updated from the user feed-
 back as follows:


1 þ ð0:1 x 0.2x0.3)
 0:3 þ ð0:1 x 0.2x0.6)


1 þ ð0:1 x 0.2x0.6)
 0:7 þð0:1 x 0.2x0.2)


= 0:308;


=  0:7 0 1:
 au'5 1 þ ð0:1 x 0.2x0.2)


Proceeding this way, we get the updated relevance matrix as


R = d2


d3


d4


0:5 0:205 0:4 0:308 0:701
 0:3 0:605 0:7 0:512 0:306
 0:0 0:306 0:3 0:214 0:503
 0:7 0:003 0:4 0:006 0:401


3.6. Exponential penalization for documents left untouched by the user


For the documents that have not at all been touched by the user from the
 search results presented before him, we employ an exponential penalization
 policy. Suppose a positive term ki is in the query Q, and a document dj is not
 touched by the user from the search results presented before him. Rdj;ki would
 then be penalized as follows:


rþ1 pr



r
 (5)

where the age a is counted up each time the document dj is neglected by the
 user, and is reset to zero whenever a user selects that document. Om^ is the
 maximum count at which the age a is made to saturate. The intuition behind
 (5) is that a document being consistently ignored by the successive users must
 be penalized exceedingly heavily. Once again, the subtraction in (5) is made to
 saturate when the value of Rdj;ki reaches zero.


4. Experiments and results


In a real application of user feedback based web search enhancement, the
responses of actual users will be monitored. In a performance analysis exper-
iment, it would be more convenient to use a probabilistic model to generate the



(15)user responses automatically. We begin with a matrix P = [Py], where Pij is the
 probability of finding the term j in document i. This is taken to be proportional
 to the assumed importance of the term j in the ith document. In fact, this
 probability distribution captures the bias that the cross section of users are
 expected to have while making their choices in selecting the documents from
 the results of a given query. So, this should not be mistaken for the index
 matrix R. The difference between the matrices R and P is the same as that
 between fuzziness (which describes the ambiguity of an event [20]) and ran-
 domness (which describes the uncertainty in the occurrence of the event [20]),
 respectively. We also have a query generator, that selects keywords randomly
 and then combine them with either AND, OR and NOT operators by the flip
 of coin, or the linguistic operators or the weighted operators randomly. Based
 on the matrix P and the generated query Q, we generate the feedback vector.


We then learn from the user feedback vector thus obtained. After each learning
 step, we find out the Spearman rank order correlation coefficient (SROCC) (see
 Appendix A) between the result listing given by our search engine based on the
 index matrix R and the preferred listing given by the user model based on the
 probability matrix P.


Pij is the probability that for the query containing the term j, the document i
 would be selected by the user ahead of the rest of the documents. The prob-
 ability matrix P is being made use of for generating user feedback, which in
 turn, is used to simulate learning and then testing thereof. This learning goes
 into the index matrix R. The index matrix R is randomly initialized once before
 the learning begins. It will keep changing thereafter as the user feedback pours
 in. The matrix P, however, is generated randomly once in the beginning in such
 a way that it is column-stochastic, and remains unchanged thereafter. We make
 use of this probability matrix P to generate the user feedback from the user
 model as given below.


User model: Let the dimension of the matrix P be (numdocs x numterms)
 where num_docs denote the total number of documents and num_terms denote
 the total number of keywords. To simplify the explanation of the user model,
 let us assume initially that the query Q is constituted by a single keyword.


1. We generate an integer random number (int_rand_num) between 0 and
 (numterms — 1). This denotes the single keyword in the query issued by
 the user. So we need to work on the int_rand_numth column of the matrix
 P to generate the user feedback to this query as follows.


2. We find a cumulative vector (cum_vector) in such a way that
 cum-vector{0] = P[0][int.rand-num];


for i = 1 to ðnumterms — 1Þ;


cum-vector[i] = cum_vector[i — 1 -{-P[i][int-rand-num].
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It may be observed that cumjoector\numJerms — 1] = 1, as P is column-
 stochastic.


3. We generate a floating point random number (float_rand_num) between 0
 and 1. Then we do the following:


7 = 0;


until cuni-vector\j] P floatrandnum; repeat ðj = jþ 1Þ:


4. The value of j returned from Step 3 denotes the document most preferred by
 the user model in response to the query containing the keyword (int_rand_-
 num). It may be noted that higher the value of P[i] [intj-andjium], more likely
 is the case that j = i.


5. We repeat Steps 3 and 4 to find out the sequence in which the documents
 were preferred by the user model. Whenever we get the same document as
 has already been chosen, we simply ignore it and go for another try. This
 way we may get a specified fraction of the total number of documents in
 proper sequence as preferred by the user model. This information, in turn,
 may be used for training or testing the index/relevance matrix R.


6. For the more general case in which the query does not merely contain a sin-
 gle keyword, rather it is a collection of various keywords combined with
 either logical or linguistic or weighted logical operators, our procedure of
 obtaining the user feedback from the user model is suitably modified. In
 such a case, we would operate on those columns of P that correspond to
 the keywords in the query. The column operations shall be the same as
 the ones shown to be carried on R in Examples 1, 3 and 4, as the case
 may be.


For our simulation, we have taken many different values of num_docs and
 num_terms. In all the cases, the learning curve was observed to be similar to the
 ones shown in Figs. 3 and 4. However, these particular Figures are given with
 the values of num_docs and num_terms as 97 and 98, respectively.


As shown in Figs. 3 and 4, the correlation coefficient (SROCC) between the
 listings given by our search engine and that preferred by the user model in-
 creases as the training set size (the number of feedback vectors used for
 learning) increases. This shows that after our search engine has learnt, it ren-
 ders a better level of user satisfaction. Figs. 3 and 4 differ in the rate of learning
 l. With l = 0:01 in Fig. 4, the learning is slower but finer than with l = 0:1, as
 in Fig. 3. In both Figs. 3 and 4, IIRV indicates that all the elements of the index
 matrix R are initialized with random values.


The simulation results show a steady rise in the satisfaction levels of the
modeled users as more and more learning goes into our system. We need to
ascertain this performance with the real queries. For this, we need to have a
real search query log, such as the one from NEC Research Institute used in
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Fig. 3. User satisfaction versus the number of user feedback vectors, with the learning rate l = 0:1.
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Fig. 4. User satisfaction versus the number of user feedback vectors, with the learning rate
 pi = 0:01. (For color see online version).


[15,16]. But unfortunately, we do not have access to one, at the moment. This
is, therefore, being taken as the future direction of research.
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 4.1. Advantages of user feedback based web search


One of the advantages of our technique of user feedback based web search is
 that the performance of the search engine is no more dependent on the effec-
 tiveness of the heuristic used for characterization of the documents (see Section
 1). Rather we go by ‘‘what the user wants’’ as our guideline. The second
 advantage is that our technique is equally valid for multimedia repositories. We
 know that the information available on the Internet has many diverse forms—


text documents, images, audio and video data, formatted text documents,
 binary files, and so on. With our approach, we need not have separate tech-
 niques of ‘‘feature extraction’’ for different kinds of entities. The user feedback
 is handy for any type of web repository. To conclude, we can say that our
 technique combines improved quality with increased diversity.


5. Conclusion


A ‘‘user satisfaction’’ guided web search procedure is presented in this pa-
 per. The search index is made to improve from the users' feedback vectors.


Improvement from the user feedback proceeds in such a way that the docu-
 ments being consistently preferred by the users go up the ranking, while the
 ones being neglected go down. We also propose a couple of novel additions in
 the web search querying methods, so as to make the web search more conve-
 nient. In the performance analysis experiment, we have used a probabilistic
 model to generate the user responses automatically. We observe that the cor-
 relation coefficient between the listings given by our search engine and that
 preferred by the user model increases as the training set size (the number of
 feedback vectors used for learning) increases. This shows that after sufficient
 learning has gone into our search engine, it renders a better level of user sat-
 isfaction. With our technique of user feedback based web search, we are no
 more dependent on the effectiveness of the heuristic used for characterization
 of the documents.


Appendix A. Spearman rank order correlation coefficient (SROCC)


Let us begin with some useful definitions.


Definition A.1. Given a universe U and T C U, an ordered list (or simply, a list)
1 with respect to U is given as l = [dud2,... ,d\T\], with each di 2 T, and
d1 >~ d2 >-•••>- djTj, where 'V is some ordering relation on T. Also, for
i2  f / A i e l, let lðiÞ denote the position or rank of i, with a higher rank having



(19)a lower numbered position in the list. We may assign a unique identifier to
 each element in U, and thus, without loss of generality, we may get U =
 f1;2;...; jUjg.


Definition A.2 (Full list). If a list l contains all the elements in U, then it is said
 to be a full list.


Example  A . 1 . A full list l given as [c,d,b,a,e] has the ordering relation
 c>~d>~b>~a>~e. The universe U  m a y be taken as  f 1; 2; 3; 4; 5g with, say,
 a=\, b = 2, c = 3, d = 4 and e = 5. With such an assumption, we have
 /= [3,4,2,1,5]. Here /(3) = l{c) = 1, l(4) = l(d)=2, l(2) = l(b) = 3,
 l ð 1 =  / ( « ) = 4, /(5) = lðeÞ = 5.


Let the full lists [ao,au...; aiV_1] and [bo,bu...; bN_\] be the two rankings
 for some query Q. The ranking [ao,cii,... ,aN_i] can be partitioned into ga
 groups, where each group has rankings that are in tie. Let the number of
 elements in these groups be U0;U1; ... ;uga, respectively. Similarly, the ranking
 [bo,bi,... ,Z>JV_I] can also be partitioned in gb groups. Let the number of ele-
 ments in each group be V0; V1; ...; vgb, respectively. We define Spearman rank-
 order correlation coefficient (SROCC) as follows:


\ ðN3 -N)- 2U') 6 1 ðN3 - N) - 2V0
 where


SROCC is a measure of closeness of two rankings. The coefficient SROCC
 ranges between )1 and 1. When the two rankings are identical, rs = 1, and
 when one of the rankings is the inverse of the other then rs = — 1.
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